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Theoretical Astroparticle Physics Research Topics

• particle dark matter candidates

• supernova neutrinos

axions sterile neutrinos
axinos

gravitinos

• physics beyond the standard model

neutrino masses

lepton-flavor violation (LFV)

SUSY

neutrino oscillations in dense media

➜ this talk
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Particle Physics

• 2012: LHC Higgs-boson discovery

• Intrinsic fine tuning problems

   ? Hierarchy Problem (mH << MPlanck)

   ? Strong CP Problem  (ΘQCD << 1)

   ? Small Neutrino Masses (mν << mH)

mH = 126 GeV

➔ axions are well-motivated dark matter candidates

Cosmology

68%

27%5%

Standard
particles

dark energy

dark matter

• 2013: Planck CMB sky map

• Cosmological puzzles

   ? Matter-Antimatter Asymmetry

   ? Particle Identity & Origin of Dark Matter

   ? Dark Energy = Cosmological Constant
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The strong CP problem

Flavor conserving CP-violation in the SM, one phase                           
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The strong CP problem

neutron electric dipole moment (nEDM)
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Physics case for axions: Strong CP problem 

>  Most general gauge invariant Lagrangian of QCD up to dimension four: 

!  Fundamental parameters of QCD: strong coupling     , quark masses              , ..., and 
theta parameter    

>  Theta term                                   odd under P and T, i.e. leads to CP 
violation in flavor conserving interactions 

>  Most sensitive probe of P and T violation in flavor conserving interac-
tions: electric dipole moment (EDM) of neutron; experimentally 

>  Strong CP problem:   

↵s mu,md

✓ = ✓ + arg det Mq

/ Ga
µ⌫G̃

a,µ⌫ / Ea ·Ba

|dn| < 2.9⇥ 10�26 e cm

dn(✓) ⇠
e✓mumd

(mu +md)m2
n

⇠ 6⇥ 10�17 ✓ e cm )
��✓
�� . 10�9

QCD Lagrangian - most general, gauge invariant form

theta parameter
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Peccei-Quinn Mechanism
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Physics case for axions: Strong CP problem 

>  Peccei-Quinn solution of strong CP problem based on observation that 
the vacuum energy in QCD, inferred from effective chiral Lagrangian,  

    has localised minimum at vanishing theta parameter:  
If theta were a dynamical field, its vacuum expectation value (vev) would dynamically 
relax to zero 

>  Introduce field a(x) as dynamical theta parameter, enjoying a shift 
symmetry,                            broken only by anomalous couplings to 
gauge fields,  

!  Can eliminate theta by shift                                                     ; QCD dynamics (see 
above)  leads to vanishing  vev,                , i.e. P, T, and CP conserved   

!  Elementary particle excitation of field around vev: axion     (Weinberg 78; Wilczek 78)   

                     

V (✓) =
m2

⇡f
2
⇡

2

mumd

(mu +md)2
✓
2
+O(✓

4
)

a(x) ! a(x) ⌘ a(x) + ✓fa
hai = 0

QCD vacuum energy        effective chiral Lagrangian

minimum for zero theta parameter

Idea: Promote theta to a dynamical field with shift symmetry

NS60CH16-Ringwald ARI 22 September 2010 16:30

fields, torsion balances, and so forth seem to be superior. In this review we aim to present the
physics case and a status report of this emerging low-energy frontier of fundamental physics.

The organization of this review is as follows. In Section 2 we argue that many extensions of the
Standard Model predict new particles and phenomena at low energies. On the one hand, new light
particles are suggested as solutions for puzzling experimental results, but on the other hand, they
also appear to be a generic feature of underlying fundamental theories such as string theory. In
Section 3 we turn to current constraints from astrophysics and cosmology. Moreover, we discuss a
few interesting observations that could be explained by invoking WISPs. In Section 4 we describe
how WISPs can be searched for in a variety of controlled laboratory experiments. We discuss
the advantages of these experiments as well as the challenges they face. Finally, in Section 5 we
summarize the current situation and discuss future prospects.

2. PHYSICS CASE FOR WISPs

2.1. Axions and Axion-Like Particles

The axion is a prime example of a WISP, a light particle very weakly coupled to the Standard
Model. Below, we review how the axion arises from a solution to the strong-CP problem. In
particular, we explain that both its mass and its coupling to two photons (which is crucial for many
experiments) are small because the axion scale is large. Moreover, scalars and pseudoscalars with
similar properties to the axion—so-called ALPs—arise naturally in string theory and are often
invoked in cosmology to explain dark energy.

2.1.1. The strong-CP problem and axions. Quantum chromodynamics (QCD), the non-
Abelian gauge theory describing strong interactions, allows for a CP-violating term in the La-
grangian,

LCP-viol. = αs

4π
θ tr Gµν G̃µν ≡ αs

4π
θ

1
2
εµναβ tr GµνGαβ , 1.

where G is the gluonic field strength. Similar to the strong coupling constant αs, the fundamental
parameter θ has to be determined experimentally. One of the most sensitive probes in this regard
is the electric dipole moment of the neutron, which arises from the CP-violating term given in
Equation 1 and should be of order

|dn| ∼ e
mn

(
mq

mn

) ∣∣θ̄
∣∣ ∼ 10−16 ∣∣θ̄

∣∣ e cm, 2.

where mn (mq) is the neutron (a light quark mass), e is the unit of electric charge, and

θ̄ ≡ θ + arg det M , 3.

where M is the quark mass matrix and θ̄ is the effective physical CP-violating parameter in the
Standard Model. The current experimental upper bound on |dn| < 2.9 × 10−26 e cm (1) places an
extremely stringent limit on

∣∣θ̄
∣∣ ! 10−10. 4.

The strong-CP problem is the lack of an explanation for why the dimensionless parameter θ̄ , a
sum of two contributions of very different origins, is so unnaturally small.

The axion occurs in the course of a possible solution of this problem. In essence, Peccei &
Quinn (2) proposed promoting θ to a dynamical field that can spontaneously relax to zero. The
axion field a is introduced as a dynamical θ parameter, which has a shift symmetry of

a → a + constant, 5.
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Astrophysical Axion Bounds 15
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Fig. 3. Summary of astrophysical
and cosmological axion limits as dis-
cussed in the text. The black sensitiv-
ity bars indicate the search ranges of
the CAST solar axion search and the
ADMX search for galactic dark matter
axions. Light-grey exclusion bars are
very model dependent

The requirement that the neutrino signal of SN 1987A was not excessively
shortened by axion losses pushes the limits down to ma ! 10 meV. However,
this limit involves many uncertainties that are difficult to quantify so that
it is somewhat schematic. The CAST search for solar axions [46] covers new
territory in the parameter plane of ma and gaγγ , but a signal would represent
a conflict with the SN 1987A limit. While this limit certainly suggests that
axions more plausibly have masses relevant for cold dark matter, a single
argument, measurement or observation is never conclusive.

In the DFSZ model, the limits from white-dwarf cooling based on the
axion-electron interaction and those from SN 1987A from the axion-nucleon
interaction are quite similar. Therefore, axion emission could still play an
important role as an energy-loss channel of both SNe and white dwarfs and
for other evolved stars, e.g. asymptotic giant stars.

In summary, axions provide a show-case example for the fascinating inter-
play between astrophysics, cosmology and particle physics to solve some of
the deepest mysteries at the interface between inner space and outer space.

Astrophysical Axion Bounds

Bounds from Axion Searches

Cosmological Axion Bounds
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FIG. 4. The axion density parameter from thermal processes
for TR = 106 GeV (solid), 107 GeV (dashed) and 108 GeV
(dash-dotted) and the one from the misalignment mechanism
for θi = 1, 0.1, and 0.01 (dotted). The density parameters
for thermal relic axions, photons, and cold dark matter are
indicated respectively by the gray dotted line (Ωeq

a h2), the
gray thin line (Ωγh

2), and the gray horizontal bar (ΩCDMh2).

this critical TR value allows us to extract an estimate of
the axion decoupling temperature TD. We find that our
numerical results are well described by

TD ≈ 9.6× 106GeV

(
fPQ

1010GeV

)2.246

. (15)

In a previous study [3], the decoupling of axions that
were in thermal equilibrium in the QGP was calculated.
When following [3] but including (14), we find that the
temperature at which the axion yield from thermal pro-
cesses started to differ by more than 5% from Y eq

a agrees
basically with (15). The axion interaction rate Γ equals
H already at temperatures about a factor four below (15)
which however amounts to a different definition of TD.
Axion density parameter—Since also thermally pro-

duced axions have basically a thermal spectrum, we find
that the density parameter from thermal processes in the
primordial plasma can be described approximately by

ΩTP/eq
a h2 #

√
〈pa,0〉2 +m2

a Y
TP/eq
a s(T0)h

2/ρc (16)

with present averagemomentum 〈pa,0〉 = 2.701Ta,0 given
by the present axion temperature Ta,0 = 0.332T0 #
0.08 meV, where T0 # 0.235 meV is the present cosmic
microwave background temperature, h # 0.7 is Hubble’s
constant in units of 100 km/Mpc/s and ρc/[s(T0)h2] =
3.6 eV. A comparison of Ta,0 with the axion mass

ma # 0.6 meV (1010 GeV/fPQ) shows that this axion
population is still relativistic today for fPQ ! 1011GeV.
In Fig. 4 the solid, dashed, and dash-dotted lines show

ΩTP/eq
a h2 for TR = 106, 107, and 108GeV, respectively.

In the fPQ region to the right (left) of the respective kink,

in which TR < TD (TR > TD) holds, ΩTP (eq)
a h2 applies

which behaves as ∝ f−3
PQ (f−1

PQ) for ma ' Ta,0 and as

∝ f−2
PQ (f0

PQ) forma ( Ta,0. The gray dotted curve shows

Ωeq
a h2 for higher TR with TR > TD and also indicates

an upper limit on the thermally produced axion density.
Even Ωeq

a h2 stays well below the cold dark matter density
ΩCDMh2 # 0.1 (gray horizontal bar) and also below the
photon density Ωγh2 # 2.5× 10−5 (gray thin line) [5] in
the allowed fPQ range (2). There, also the current hot
dark matter limits are safely respected [12].
In cosmological settings with TR > TD, also axions

produced non-thermally before axion decoupling (e.g., in
inflaton decays) will be thermalized resulting in Ωeq

a h2.
The axion condensate from the misalignment mechanism
however is not affected—independent of the hierarchy be-
tween TR and TD—since thermal axion production in the
QGP is negligible at T " 1 GeV. Thus, the associated
density ΩMIS

a h2 ∼ 0.15 θ2i (fPQ/1012GeV)7/6 [1, 2, 13] can

coexist with ΩTP/eq
a h2 and is governed by the misalign-

ment angle θi as illustrated by the dotted lines in Fig. 4.
Thereby, the combination of the axion cold dark mat-
ter condensate with the axions from thermal processes,

Ωah2 = ΩMIS
a h2 + ΩTP/eq

a h2, give the analog of a Lee–
Weinberg curve. Taking into account the relation be-
tween fPQ and ma, this is exactly the type of curve that
can be inferred from Fig. 4. Here our calculation of ther-
mal axion production in the QGP allows us to cover for
the first time also cosmological settings with TR < TD.

We are grateful to Thomas Hahn, Josef Pradler, Georg
Raffelt, and Javier Redondo for valuable discussions.
This research was partially supported by the Cluster of
Excellence ‘Origin and Structure of the Universe.’
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FIG. 1: Upper limits on the reheating temperature TR as a
function of the axino mass mea in scenarios with axino cold
dark matter for fa = 1011, 1012, 1013, and 1014 GeV (as la-
beled). For (mea, TR) combinations within the gray bands, the
thermally produced axino density ΩTP

ea h2 is within the nomi-
nal 3σ range (1). For given fa, the region above the associated
band is disfavored by ΩTP

ea h2 > 0.126.

III. THE CHARGED SLEPTON LOSP CASE

While the TR limits discussed above are independent
of the LOSP, we turn now to the phenomenologically
attractive case in which the LOSP is a charged slepton
l̃1. To be specific, we focus on the τ̃1 LOSP case under
the simplifying assumption that the lighter stau is purely
‘right-handed,’ τ̃1 = τ̃R, which is a good approximation
at least for small tan β. The χ̃0

1–τ̃1 coupling is then dom-
inated by the bino coupling. For further simplicity, we
also assume that the lightest neutralino is a pure bino:
χ̃0

1 = B̃.
We consider SUSY hadronic axion models in which

the interaction of the axion multiplet Φ with the heavy
KSVZ quark multiplets Q1 and Q2 is described by the
superpotential

WPQ = yΦQ1Q2 (3)

with the quantum numbers given in Table I and the
Yukawa coupling y. From the 2-component fields of Ta-
ble I, the 4-component fields describing the axino and the
heavy KSVZ quark are given, respectively, by

ã =

(
χ

χ̄

)

and Q =

(
q1

q̄2

)

. (4)

For the heavy KSVZ (s)quark masses, we use the SUSY
limit M eQ1,2

= MQ = y〈φ〉 = yfa/
√

2 with both y and fa

TABLE I: The axion multiplet Φ, the heavy KSVZ quark mul-
tiplets Q1,2, and the associated quantum numbers considered
in this work.

chiral multiplet U(1)PQ (SU(3)c, SU(2)L)Y

Φ = φ +
√

2χθ + FΦθθ +1 (1, 1)0

Q1 = eQ1 +
√

2q1θ + F1θθ -1/2 (3, 1)+eQ

Q2 = eQ2 +
√

2q2θ + F2θθ -1/2 (3∗, 1)−eQ

taken to be real by field redefinitions. The phenomeno-
logical constraint fa ! 6 × 108 GeV [8–11] thus implies
a large mass hierarchy between the KSVZ (s)quarks and
the weak and the soft SUSY mass scales for y = O(1),

M eQ1,2
, MQ % mZ, mSUSY . (5)

Before proceeding, let us recall axion and axino inter-
actions to clarify the definition of fa =

√
2〈φ〉 in the

considered models. By integrating out the heavy KSVZ
(s)quarks, axion-gluon and axion-photon interactions are
obtained as described by the effective Lagrangians

Lagg =
g2
s

32π2fa
a Ga

µνG̃aµν (6)

Laγγ =
e2Caγγ

32π2fa
a FµνF̃µν , (7)

where Ga
µν and Fµν are the gluon and electromagnetic

field strength tensors, respectively, whose duals are given
by G̃a

µν = εµνρσGaρσ/2 and F̃µν = εµνρσF ρσ/2; e2 =
4πα. After chiral symmetry breaking,

Caγγ = 6e2
Q −

2

3

4 + z

1 + z
(8)

for the models described by (3) and Table I, where z =
mu/md ' 0.56 denotes the ratio of the up and down
quark masses. The corresponding interactions of axinos
with gluons and gluinos g̃ are obtained as described by

Leaegg = i
g2
s

64π2fa

¯̃a γ5 [γµ, γν ] g̃a Ga
µν (9)

and as used in the derivation of (2).
In R-parity conserving settings in which the τ̃R LOSP

is the NLSP, its lifetime τeτ is governed by the decay
τ̃R → τ ã. For the models given by (3) and Table I, the
Feynman diagrams of the dominant contributions to the
2-body stau NLSP decay τ̃R → τ ã are shown in Fig. 2.
Since mτ ) meτ , we work in the limit mτ → 0. The
decay amplitude depends on the parameters of the heavy
(s)quark sector through their masses MQ = yfa/

√
2, the

Yukawa coupling y, and the gauge couplings eeQ. In
fact, in the calculation of the 2-loop diagrams, the hier-
archy (5) allows us to make use of a heavy mass expansion
in powers of 1/fa [39]. In this asymptotic expansion, it

Constraints on the Peccei-Quinn (PQ) scale fPQ

[Raffelt]
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What is the axion dark matter mass?

8

Andreas Ringwald  | The quest for the axion, PASCOS 2017, Instituto de Fisica Teorica UAM-CSIC, Madrid, E, 19-23 June 2017 |  Page 19 

>  If Peccei-Quinn symmetry bro-
ken during inflation and not re-
stored afterwards (pre-inflatio-
nary PQ breaking scenario) 
§  Axion CDM density depends on sing-

le initial angle during inflation and 

Axion Cold Dark Matter 

[Saikawa]    
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Axion Cold Dark Matter 

>  If Peccei-Quinn symmetry re-
stored after inflation (post-in-
flationary PQ breaking scena-
rio) 
§  Vacuum realignment contribution 

depends on spatially averaged 
initial misalignment angle and 

§  Upper limit on      from requirement 
that realignment contribution 
should not exceed DM abundance 
gives lower limit on axion mass: 

     

 

[Borsanyi et al. `16] 

[Saikawa]    

Scenario 1 Scenario 2
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3

where the entropy density with g⇤S(T ) degrees of freedom
at temperature T is

s(T ) =
2⇡2

45
g⇤S(T )T

3. (20)

The present cosmic axion mass density ⇢a = ma n0 from
vacuum misalignment follows as, taking g⇤ as in [21],

⌦mis
a h2 =

(
0.236 h✓2i f(✓i)i(fa,12)7/6, fa <⇠ f̂a,

0.0051 h✓2i f(✓i)i(fa,12)3/2, fa >⇠ f̂a.
(21)

where f̂a = 0.991⇥ 1017GeV and fa,12 = fa/1012 GeV.
The angle average h✓2i f(✓i)i assumes di↵erent values

in Scenario A and Scenario B. In Scenario B, the initial
misalignment field ✓i is uniform over the entire Hubble
volume, but there are axion quantum fluctuations of vari-
ance �2

✓ arising from inflation, so

h✓2i f(✓i)i =
�
✓2i + �2

✓

�
f(✓i). (22)

Since at this stage the axion is practically massless, its
quantum fluctuations have the same variance as the in-
flaton fluctuations [31],

�2
✓ =

✓
HI

2⇡fa

◆2

. (23)

Hence in Scenario B, since there is no contribution to the
cosmic axion density from decays of axionic topological
defects, the total axion energy density is given by

⌦ah
2 =

8
><

>:

0.236
⇥
✓2i +

⇣
HI
2⇡fa

⌘2 ⇤
f(✓i)(fa,12)7/6, fa <⇠ f̂a,

0.0051
⇥
✓2i +

⇣
HI
2⇡fa

⌘2 ⇤
f(✓i)(fa,12)3/2, fa >⇠ f̂a.

(24)
In Scenario A, the variance of the axion field is zero

because there are no axion quantum fluctuations from
inflation, but ✓i is not uniform over a Hubble volume, so
✓2i is averaged over its possible values as [21]

h✓2i f(✓i)i =
1

2⇡

Z ⇡

�⇡

✓2i f(✓i) d✓i = 2.67
⇡2

3
. (25)

Hence, from Eq. (21), since fa < f̂a in Scenario A,

⌦mis
a h2 = 2.07 (fa,12)

7/6 (Scenario A). (26)

Extra contributions ⌦dec
a from decays of axionic topo-

logical defects are present in Scenario A. Their calcu-
lation requires di�cult numerical simulations of parti-
cle production from axionic strings and walls evolving in
the expanding universe. Results have been discrepant
and controversial for decades. They can be expressed
as ratios ↵dec = ⌦dec

a /⌦mis
a of topological-defect decay

densities to vacuum realignment densities. For example,
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FIG. 1. CDM axion parameter space. Yellow regions: ex-
cluded. Green band: BICEP2 measurement of r. Colored
horizontal bands: ⌦a = ⌦c for some models of axion produc-
tion by decays of axionic topological defects. The BICEP2
measurement excludes Scenario B (fa > HI/2⇡). The inter-
section of the colored bands shows the preferred CDM axion
masses.

Refs. [32, 33], Refs. [36], and Refs. [34, 35] find string-
to-misalignment ratios of ⇠ 0.16, ⇠ 6.9± 3.5, ⇠ 186, re-
spectively, while Ref. [36] argues for a combined wall-and-
string-to-misalignment ratio ↵dec ⇠ 19± 10 (see [22, 36]
for further references). Including the contributions from
decays of axionic topological defects,

⌦ah
2 = (↵dec + 1) 2.07 (fa,12)

7/6 (Scenario A). (27)

CONSTRAINTS

Figure 1 shows a summary of the constraints on the
CDM axion parameter space HI–fa, showing a complete
range for fa up to the Planck scale. Shaded in yellow
are all regions excluded before the BICEP measurement
(with the omission of the WMAP upper limit on r). Ax-
ions could have been 100% of CDM in the white region
on the left (Scenario B) and in one of the narrow colored
horizontal bands on the bottom right, which represent
the ⌦a = ⌦c condition for the four examples of axionic
string-wall decays mentioned above (Scenario A). The
BICEP2 reported measurement of r is indicated by the
green vertical band. Clearly the BICEP2 measurement
excludes Scenario B.
The main constraint on Scenario B comes from non-

adiabatic fluctuations in the axion field, which are con-
strained by WMAP measurements. The power spectrum
of axion perturbations �2

a(k) = h|�⇢a/⇢a|2i is given by

�2
a(k) =

H2
I

⇡2✓2i f
2
a

. (28)

3

where the entropy density with g⇤S(T ) degrees of freedom
at temperature T is

s(T ) =
2⇡2

45
g⇤S(T )T

3. (20)

The present cosmic axion mass density ⇢a = ma n0 from
vacuum misalignment follows as, taking g⇤ as in [21],

⌦mis
a h2 =

(
0.236 h✓2i f(✓i)i(fa,12)7/6, fa <⇠ f̂a,

0.0051 h✓2i f(✓i)i(fa,12)3/2, fa >⇠ f̂a.
(21)

where f̂a = 0.991⇥ 1017GeV and fa,12 = fa/1012 GeV.
The angle average h✓2i f(✓i)i assumes di↵erent values

in Scenario A and Scenario B. In Scenario B, the initial
misalignment field ✓i is uniform over the entire Hubble
volume, but there are axion quantum fluctuations of vari-
ance �2

✓ arising from inflation, so

h✓2i f(✓i)i =
�
✓2i + �2

✓

�
f(✓i). (22)

Since at this stage the axion is practically massless, its
quantum fluctuations have the same variance as the in-
flaton fluctuations [31],

�2
✓ =

✓
HI

2⇡fa

◆2

. (23)

Hence in Scenario B, since there is no contribution to the
cosmic axion density from decays of axionic topological
defects, the total axion energy density is given by

⌦ah
2 =

8
><

>:

0.236
⇥
✓2i +

⇣
HI
2⇡fa

⌘2 ⇤
f(✓i)(fa,12)7/6, fa <⇠ f̂a,

0.0051
⇥
✓2i +

⇣
HI
2⇡fa

⌘2 ⇤
f(✓i)(fa,12)3/2, fa >⇠ f̂a.

(24)
In Scenario A, the variance of the axion field is zero

because there are no axion quantum fluctuations from
inflation, but ✓i is not uniform over a Hubble volume, so
✓2i is averaged over its possible values as [21]

h✓2i f(✓i)i =
1

2⇡

Z ⇡

�⇡

✓2i f(✓i) d✓i = 2.67
⇡2

3
. (25)

Hence, from Eq. (21), since fa < f̂a in Scenario A,

⌦mis
a h2 = 2.07 (fa,12)

7/6 (Scenario A). (26)

Extra contributions ⌦dec
a from decays of axionic topo-

logical defects are present in Scenario A. Their calcu-
lation requires di�cult numerical simulations of parti-
cle production from axionic strings and walls evolving in
the expanding universe. Results have been discrepant
and controversial for decades. They can be expressed
as ratios ↵dec = ⌦dec

a /⌦mis
a of topological-defect decay

densities to vacuum realignment densities. For example,
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FIG. 1. CDM axion parameter space. Yellow regions: ex-
cluded. Green band: BICEP2 measurement of r. Colored
horizontal bands: ⌦a = ⌦c for some models of axion produc-
tion by decays of axionic topological defects. The BICEP2
measurement excludes Scenario B (fa > HI/2⇡). The inter-
section of the colored bands shows the preferred CDM axion
masses.

Refs. [32, 33], Refs. [36], and Refs. [34, 35] find string-
to-misalignment ratios of ⇠ 0.16, ⇠ 6.9± 3.5, ⇠ 186, re-
spectively, while Ref. [36] argues for a combined wall-and-
string-to-misalignment ratio ↵dec ⇠ 19± 10 (see [22, 36]
for further references). Including the contributions from
decays of axionic topological defects,

⌦ah
2 = (↵dec + 1) 2.07 (fa,12)

7/6 (Scenario A). (27)

CONSTRAINTS

Figure 1 shows a summary of the constraints on the
CDM axion parameter space HI–fa, showing a complete
range for fa up to the Planck scale. Shaded in yellow
are all regions excluded before the BICEP measurement
(with the omission of the WMAP upper limit on r). Ax-
ions could have been 100% of CDM in the white region
on the left (Scenario B) and in one of the narrow colored
horizontal bands on the bottom right, which represent
the ⌦a = ⌦c condition for the four examples of axionic
string-wall decays mentioned above (Scenario A). The
BICEP2 reported measurement of r is indicated by the
green vertical band. Clearly the BICEP2 measurement
excludes Scenario B.
The main constraint on Scenario B comes from non-

adiabatic fluctuations in the axion field, which are con-
strained by WMAP measurements. The power spectrum
of axion perturbations �2

a(k) = h|�⇢a/⇢a|2i is given by

�2
a(k) =

H2
I

⇡2✓2i f
2
a

. (28)

3

where the entropy density with g⇤S(T ) degrees of freedom
at temperature T is

s(T ) =
2⇡2

45
g⇤S(T )T

3. (20)

The present cosmic axion mass density ⇢a = ma n0 from
vacuum misalignment follows as, taking g⇤ as in [21],

⌦mis
a h2 =

(
0.236 h✓2i f(✓i)i(fa,12)7/6, fa <⇠ f̂a,

0.0051 h✓2i f(✓i)i(fa,12)3/2, fa >⇠ f̂a.
(21)

where f̂a = 0.991⇥ 1017GeV and fa,12 = fa/1012 GeV.
The angle average h✓2i f(✓i)i assumes di↵erent values

in Scenario A and Scenario B. In Scenario B, the initial
misalignment field ✓i is uniform over the entire Hubble
volume, but there are axion quantum fluctuations of vari-
ance �2

✓ arising from inflation, so

h✓2i f(✓i)i =
�
✓2i + �2

✓

�
f(✓i). (22)

Since at this stage the axion is practically massless, its
quantum fluctuations have the same variance as the in-
flaton fluctuations [31],

�2
✓ =

✓
HI

2⇡fa

◆2

. (23)

Hence in Scenario B, since there is no contribution to the
cosmic axion density from decays of axionic topological
defects, the total axion energy density is given by

⌦ah
2 =

8
><

>:

0.236
⇥
✓2i +

⇣
HI
2⇡fa

⌘2 ⇤
f(✓i)(fa,12)7/6, fa <⇠ f̂a,

0.0051
⇥
✓2i +

⇣
HI
2⇡fa

⌘2 ⇤
f(✓i)(fa,12)3/2, fa >⇠ f̂a.

(24)
In Scenario A, the variance of the axion field is zero

because there are no axion quantum fluctuations from
inflation, but ✓i is not uniform over a Hubble volume, so
✓2i is averaged over its possible values as [21]

h✓2i f(✓i)i =
1

2⇡

Z ⇡

�⇡

✓2i f(✓i) d✓i = 2.67
⇡2

3
. (25)

Hence, from Eq. (21), since fa < f̂a in Scenario A,

⌦mis
a h2 = 2.07 (fa,12)

7/6 (Scenario A). (26)

Extra contributions ⌦dec
a from decays of axionic topo-

logical defects are present in Scenario A. Their calcu-
lation requires di�cult numerical simulations of parti-
cle production from axionic strings and walls evolving in
the expanding universe. Results have been discrepant
and controversial for decades. They can be expressed
as ratios ↵dec = ⌦dec

a /⌦mis
a of topological-defect decay

densities to vacuum realignment densities. For example,
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FIG. 1. CDM axion parameter space. Yellow regions: ex-
cluded. Green band: BICEP2 measurement of r. Colored
horizontal bands: ⌦a = ⌦c for some models of axion produc-
tion by decays of axionic topological defects. The BICEP2
measurement excludes Scenario B (fa > HI/2⇡). The inter-
section of the colored bands shows the preferred CDM axion
masses.

Refs. [32, 33], Refs. [36], and Refs. [34, 35] find string-
to-misalignment ratios of ⇠ 0.16, ⇠ 6.9± 3.5, ⇠ 186, re-
spectively, while Ref. [36] argues for a combined wall-and-
string-to-misalignment ratio ↵dec ⇠ 19± 10 (see [22, 36]
for further references). Including the contributions from
decays of axionic topological defects,

⌦ah
2 = (↵dec + 1) 2.07 (fa,12)

7/6 (Scenario A). (27)

CONSTRAINTS

Figure 1 shows a summary of the constraints on the
CDM axion parameter space HI–fa, showing a complete
range for fa up to the Planck scale. Shaded in yellow
are all regions excluded before the BICEP measurement
(with the omission of the WMAP upper limit on r). Ax-
ions could have been 100% of CDM in the white region
on the left (Scenario B) and in one of the narrow colored
horizontal bands on the bottom right, which represent
the ⌦a = ⌦c condition for the four examples of axionic
string-wall decays mentioned above (Scenario A). The
BICEP2 reported measurement of r is indicated by the
green vertical band. Clearly the BICEP2 measurement
excludes Scenario B.
The main constraint on Scenario B comes from non-

adiabatic fluctuations in the axion field, which are con-
strained by WMAP measurements. The power spectrum
of axion perturbations �2

a(k) = h|�⇢a/⇢a|2i is given by

�2
a(k) =

H2
I

⇡2✓2i f
2
a

. (28)

+ thermally prod. axions

+ axions from string decay

+ axions from domain wall decay

controversial results
O(10) uncertainty

[Visinelli, Gondolo’14]
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FIG. 4. The axion density parameter from thermal processes
for TR = 106 GeV (solid), 107 GeV (dashed) and 108 GeV
(dash-dotted) and the one from the misalignment mechanism
for θi = 1, 0.1, and 0.01 (dotted). The density parameters
for thermal relic axions, photons, and cold dark matter are
indicated respectively by the gray dotted line (Ωeq

a h2), the
gray thin line (Ωγh

2), and the gray horizontal bar (ΩCDMh2).

this critical TR value allows us to extract an estimate of
the axion decoupling temperature TD. We find that our
numerical results are well described by

TD ≈ 9.6× 106GeV

(
fPQ

1010GeV

)2.246

. (15)

In a previous study [3], the decoupling of axions that
were in thermal equilibrium in the QGP was calculated.
When following [3] but including (14), we find that the
temperature at which the axion yield from thermal pro-
cesses started to differ by more than 5% from Y eq

a agrees
basically with (15). The axion interaction rate Γ equals
H already at temperatures about a factor four below (15)
which however amounts to a different definition of TD.
Axion density parameter—Since also thermally pro-

duced axions have basically a thermal spectrum, we find
that the density parameter from thermal processes in the
primordial plasma can be described approximately by

ΩTP/eq
a h2 #

√
〈pa,0〉2 +m2

a Y
TP/eq
a s(T0)h

2/ρc (16)

with present averagemomentum 〈pa,0〉 = 2.701Ta,0 given
by the present axion temperature Ta,0 = 0.332T0 #
0.08 meV, where T0 # 0.235 meV is the present cosmic
microwave background temperature, h # 0.7 is Hubble’s
constant in units of 100 km/Mpc/s and ρc/[s(T0)h2] =
3.6 eV. A comparison of Ta,0 with the axion mass

ma # 0.6 meV (1010 GeV/fPQ) shows that this axion
population is still relativistic today for fPQ ! 1011GeV.
In Fig. 4 the solid, dashed, and dash-dotted lines show

ΩTP/eq
a h2 for TR = 106, 107, and 108GeV, respectively.

In the fPQ region to the right (left) of the respective kink,

in which TR < TD (TR > TD) holds, ΩTP (eq)
a h2 applies

which behaves as ∝ f−3
PQ (f−1

PQ) for ma ' Ta,0 and as

∝ f−2
PQ (f0

PQ) forma ( Ta,0. The gray dotted curve shows

Ωeq
a h2 for higher TR with TR > TD and also indicates

an upper limit on the thermally produced axion density.
Even Ωeq

a h2 stays well below the cold dark matter density
ΩCDMh2 # 0.1 (gray horizontal bar) and also below the
photon density Ωγh2 # 2.5× 10−5 (gray thin line) [5] in
the allowed fPQ range (2). There, also the current hot
dark matter limits are safely respected [12].
In cosmological settings with TR > TD, also axions

produced non-thermally before axion decoupling (e.g., in
inflaton decays) will be thermalized resulting in Ωeq

a h2.
The axion condensate from the misalignment mechanism
however is not affected—independent of the hierarchy be-
tween TR and TD—since thermal axion production in the
QGP is negligible at T " 1 GeV. Thus, the associated
density ΩMIS

a h2 ∼ 0.15 θ2i (fPQ/1012GeV)7/6 [1, 2, 13] can

coexist with ΩTP/eq
a h2 and is governed by the misalign-

ment angle θi as illustrated by the dotted lines in Fig. 4.
Thereby, the combination of the axion cold dark mat-
ter condensate with the axions from thermal processes,

Ωah2 = ΩMIS
a h2 + ΩTP/eq

a h2, give the analog of a Lee–
Weinberg curve. Taking into account the relation be-
tween fPQ and ma, this is exactly the type of curve that
can be inferred from Fig. 4. Here our calculation of ther-
mal axion production in the QGP allows us to cover for
the first time also cosmological settings with TR < TD.
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Axion Search Experiments

• Dark Matter Axions

• Solar Axions

• Laboratory Axions
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Astro-Hints for the Axion: Energy Losses of Stars? 

>  Excessive energy losses of HBs, RG, WDs can be explained at one stro-
ke by production of axion/ALP with coupling to photons and electrons and 
probed by next generation experiments: 

ALPS II 

IAXO 
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Dark-Matter Axion Mass in Post-inflationary PQ SB Scen. 

>  Current experimental bounds vs. prediction:  
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Discussion and Conclusions 

>  Most realistic simulations, as far as string tension is concerned, find 
significantly lower dark-matter axion mass in           post-inflationary PQ 
SSB scenario than previously estimated: 

>  Need independent confirmation: 
§  Small distances resolved in effective way  

§  Is there complete decoupling between short distances and long distances? 

>  If confirmed: Mass in reach of conventional microwave cavity technique  
§  However, this assumes axion 100 % of dark matter!  

§  Dark-matter axion mass will move to higher values if axion sub-dominant dark matter 
or if   

[Klaer, Moore,’17]
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New CAST limit on the axion–photon interaction
CAST Collaboration†

Hypothetical low-mass particles, such as axions, provide a compelling explanation for the dark matter in the universe. Such
particles are expected to emerge abundantly from the hot interior of stars. To test this prediction, the CERN Axion Solar
Telescope (CAST) uses a 9T refurbished Large Hadron Collider test magnet directed towards the Sun. In the strong magnetic
field, solar axions can be converted to X-ray photons which can be recorded by X-ray detectors. In the 2013–2015 run, thanks
to low-background detectors and a new X-ray telescope, the signal-to-noise ratio was increased by about a factor of three.
Here, we report the best limit on the axion–photon coupling strength (0.66⇥ 10�10 GeV�1 at 95% confidence level) set by
CAST, which now reaches similar levels to the most restrictive astrophysical bounds.

Advancing the low-energy frontier is a key endeavour in the
worldwide quest for particle physics beyond the standard
model and in the e�ort to identify dark matter1,2. Nearly

massless pseudoscalar bosons, often generically called axions, are
particularly promising because they appear in many extensions
of the standard model. They can be dark matter in the form of
classical field oscillations that were excited in the early universe,
notably by the re-alignment mechanism3. One particularly well
motivated case is the quantum chromodynamics (QCD) axion,
the eponym for all such particles. The existence of this new low-
mass boson follows from the Peccei–Quinn mechanism as an
explanation why QCD is perfectly time-reversal invariant within
current experimental precision3.

Axions were often termed ‘invisible’ because of their extremely
feeble interactions, yet they are the target of a fast-growing interna-
tional landscape of experiments. Numerous existing and foreseen
projects assume that axions are the galactic dark matter and use
a variety of techniques that are sensitive to di�erent interaction
channels and optimal in di�erentmass ranges4. Independently of the
dark-matter assumption, one can search for new forces mediated by
these low-mass bosons5 or the back-reaction on spinning black holes
(superradiance)6. Stellar energy-loss arguments provide restrictive
limits that can guide experimental e�orts, and in some cases may
even suggest new loss channels3,7,8.

The least model-dependent search strategies use the production
and detection of axions and similar particles by their generic two-
photon coupling. It is given by the vertexLa� =�(1/4)ga�Fµ⌫eFµ⌫a=
ga�E · B a, where a is the axion field, F the electromagnetic
field-strength tensor, and ga� a coupling constant of dimension
(energy)�1. Notice that we use natural units with ~= c = kB = 1.
This vertex enables the decay a!� � , the Primako� production in
stars—that is, the � !a scattering in the Coulomb fields of charged
particles in the stellar plasma—and the coherent conversion a$�
in laboratory or astrophysical B-fields9,10.

The helioscope concept, in particular, uses a dipole magnet
directed at the Sun to convert axions to X-rays (see Fig. 1 for a
sketch). Solar axions emerge frommany thermal processes, depend-
ing on their model-dependent interaction channels. We specifically
consider axion production by Primako� scattering of thermal pho-
tons deep in the Sun, a process that depends on the same coupling
constant, ga� , which is also used for detection.

Since 2003, the CERN Axion Solar Telescope (CAST) has exp-
lored the ma–ga� parameter space with this approach (more details
to be given below). The black solid line in Fig. 2 is the envelope of all

previousCAST results. The low-mass partma.0.02eV corresponds
to the first phase 2003–2004 using evacuated magnet bores11,12. The
a ! � conversion probability in a homogeneous B field over a
distance L is

Pa!� =
✓
ga�B

sin(qL/2)
q

◆2

(1)

where q = m2
a/2E is the a–� momentum transfer in vacuum.

For L=9.26m and energies of a few keV, coherence is lost for
ma&0.02eV, explaining the loss of sensitivity for largerma.

Later, CAST has explored this higher-mass range by filling the
conversion pipes with 4He (refs 13,14) and 3He (refs 15,16) at vari-
able pressure settings to provide photons with a refractive mass, and
in this way match the a and � momenta. The sensitivity is smaller
because, at each pressure setting, data were typically taken for a few
hours only. Despite this limitation, CAST has reached realistic QCD
axion models and has superseded previous solar axion searches
using the helioscope17 and Bragg scattering technique18,19. (For a
more complete list of previous solar axion constraints see ref. 1.) The
CAST data were also interpreted in terms of other assumed axion
production channels in the Sun20–22. Moreover, CAST constraints on
other low-mass bosons include chameleons23 and hidden photons24.

During this long experimental programme, CAST has used a
variety of detection systems at both magnet ends, including a mul-
tiwire time projection chamber25, several Micromegas detectors26,
a low-noise charged coupled device attached to a spare X-ray tele-
scope (XRT) from the ABRIXAS X-ray mission27, a � -ray calorime-
ter21, and a silicon drift detector23.

In the latest data-taking campaign (2013–2015), CAST has
returned to evacuated pipes, with an improvement in the sen-
sitivity to solar axions of about a factor of three in signal-to-
noise ratio over a decade ago, thanks to the development of novel
detection systems—notably new Micromegas detectors with lower
background levels, as well as a new XRT built specifically for axion
searches. These developments are also part of the activities to define
the detection technologies suitable for the proposed much larger
next-generation axion helioscope IAXO28.We here report the results
of this e�ort in CAST.

Experiment and data taking
CAST has utilized an LHC prototype dipole magnet29 (magnetic
field B⇠ 9 T, length L= 9.26m) with two parallel straight pipes
(cross-sectional area S=2⇥14.5 cm2). The magnet is mounted on

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

†A full list of authors and a�liations appears at the end of the paper.
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Dark-Matter Axion Mass in Post-inflationary PQ SB Scen. 

>  Current experimental bounds vs. prediction:  
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Discussion and Conclusions 

>  Most realistic simulations, as far as string tension is concerned, find 
significantly lower dark-matter axion mass in           post-inflationary PQ 
SSB scenario than previously estimated: 

>  Need independent confirmation: 
§  Small distances resolved in effective way  

§  Is there complete decoupling between short distances and long distances? 

>  If confirmed: Mass in reach of conventional microwave cavity technique  
§  However, this assumes axion 100 % of dark matter!  
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Abstract. We evaluate the e�ciency of axion production from spatially random initial con-
ditions in the axion field, so a network of axionic strings is present. For the first time, we
perform numerical simulations which fully account for the large short-distance contributions
to the axionic string tension, and the resulting dense network of high-tension axionic strings.
We find nevertheless that the total axion production is somewhat less e�cient than in the
angle-averaged misalignment case. Combining our results with a recent determination of the
hot QCD topological susceptibility [1], we find that if the axion makes up all of the dark
matter, then the axion mass is ma = 26.2± 3.4 µeV.
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Calculation of the axion mass based on high-
temperature lattice quantum chromodynamics
S. Borsanyi1, Z. Fodor1,2,3, J. Guenther1, K.-H. Kampert1, S. D. Katz3,4, T. Kawanai2, T. G. Kovacs5, S. W. Mages2, A. Pasztor1, 
F. Pittler3,4, J. Redondo6,7, A. Ringwald8 & K. K. Szabo1,2

Unlike the electroweak sector of the standard model of particle 
physics, quantum chromodynamics (QCD) is surprisingly 
symmetric under time reversal. As there is no obvious reason for 
QCD being so symmetric, this phenomenon poses a theoretical 
problem, often referred to as the strong CP problem. The most 
attractive solution for this1 requires the existence of a new particle, 
the axion2,3—a promising dark-matter candidate. Here we determine 
the axion mass using lattice QCD, assuming that these particles 
are the dominant component of dark matter. The key quantities 
of the calculation are the equation of state of the Universe and the 
temperature dependence of the topological susceptibility of QCD, 
a quantity that is notoriously difficult to calculate4–8, especially 
in the most relevant high-temperature region (up to several 
gigaelectronvolts). But by splitting the vacuum into different 
sectors and re-defining the fermionic determinants, its controlled 
calculation becomes feasible. Thus, our twofold prediction helps 
most cosmological calculations9 to describe the evolution of the 
early Universe by using the equation of state, and may be decisive 
for guiding experiments looking for dark-matter axions. In the next 
couple of years, it should be possible to confirm or rule out post-
inflation axions experimentally, depending on whether the axion 
mass is found to be as predicted here. Alternatively, in a pre-inflation 
scenario, our calculation determines the universal axionic angle that 
corresponds to the initial condition of our Universe.

In this Letter, we use the lattice formulation of QCD10, that is, we 
discretize space-time on a four-dimensional lattice with Nt and Ns 
points in the temporal and spatial directions. The lattice spacing is 
denoted by a, the box size by L =  Nsa, the temperature by T =  (aNt)−1 
and the volume of space-time by =V N N as

3
t

4.
During the expansion of the early Universe, a QCD transition 

occurred that confined quarks and gluons into hadrons. Our most 
important qualitative knowledge about this transition is that it is an 
analytic crossover11, thus no cosmological relics are expected. Outside 
the narrow temperature range of the transition we know that the 
Hubble rate and the relationship between temperature and the age of 
the early Universe can be described by a radiation-dominated  equation 
of state (EoS). The calculation of the EoS is a challenging task, and 
the determination of the continuum limit at large temperatures is 
 particularly difficult.

In our lattice QCD set-up, we used the staggered fermion 
 discretization12 with four steps of stout-smearing13. In our  simulations, 
we included the two light quarks and the strange quark (‘2 +  1  flavours’) 
and when necessary we also added the charm quark (‘2 +  1 +  1 
 flavours’). The quark masses are set to their physical values, but we use 
degenerate up and down quark masses and the small effect of  isospin 
breaking is included analytically. The continuum limit is taken using 
three, four or five lattice spacings with temporal lattice  extensions of 
Nt =  6, 8, 10, 12 and 16. In addition to dynamical staggered simulations, 

we also used dynamical simulations with 2 +  1 flavours of overlap 
quarks14 down to physical masses. The inclusion of an odd number 
of flavours was a non-trivial task, but this set-up was required for 
the determination of the temperature dependence of the topological 
susceptibility of QCD, χ(T), at large temperatures in the several GeV 
region.

Charm quarks start to contribute to the EoS only above 300 MeV, 
so up to 250 MeV we used just 2 +  1 flavours of dynamical quarks. 
Connecting the 2 +  1 and the 2 +  1 +  1 flavour results at 250 MeV can 
be done smoothly. For large temperatures, the step-scaling method for 
the EoS of ref. 15 was applied. We determined the EoS with complete 
control over all sources of systematics all the way to the GeV scale.

We used two different methods to set the overall scale in order to 
determine the EoS. One of them took the pion decay constant, the other 
applied the w0 scale16. Thirty-two different analyses (for example, the 
two different scale-setting procedures, different interpolations,  keeping 
or omitting the coarsest lattice) entered our histogram method17,18 to 
estimate systematic errors. We also calculated the goodness of the fit 
and weights based on the Akaike information criterion, AICc18, and 
we looked at the unweighted or weighted results. This provided the 
systematic errors on our findings. In the low-temperature region,  
we compared our results with the prediction of the hadron resonance 
gas (HRG) approximation and found good agreement (within error 
bars). This HRG approach is used to parameterize the EoS for small 
 temperatures. In addition, we used the hard thermal loop approach19 
to extend the EoS to high temperatures.

In order to have a complete description of the thermal evolution of 
the early Universe, we supplement our QCD calculation for the EoS 
by including the rest of the standard model particles (leptons, bottom 
and top quarks, the photon, W, Z, Higgs bosons) and results on the 
electroweak transition. As a consequence, the final result on the EoS 
covers four orders of magnitude in temperature, from MeV to  several 
hundred GeV. Figure 1 shows the EoS. The widths of the lines represent 
the uncertainties. Both the figure and the data can be used (similarly to 
figure 22.3 of ref. 20) to describe the Hubble rate and the  relationship 
between temperature and the age of the Universe in a very broad 
 temperature range.

We now turn to the determination of the other key quantity, χ(T). 
In general, the action of QCD should have a term proportional to  
the topological charge of the gluon field, Q. This term violates the 
 combined charge-conjugation and parity (CP) symmetry. The 
 surprising experimental observation is that the proportionality factor 
of this term θ is unnaturally small—this is known as the strong  
CP problem. A particularly attractive solution to this fundamental 
problem is the so-called Peccei–Quinn mechanism1. An additional 
scalar U(1) symmetric field is introduced. The underlying Peccei-
Quinn U(1) symmetry is spontaneously broken—which can happen 
pre-inflation or post-inflation—and an axion field A acts as a massless  

1Department of Physics, University of Wuppertal, D-42119 Wuppertal, Germany. 2Jülich Supercomputing Centre, Forschungszentrum Jülich, D-52428 Jülich, Germany. 3Institute for Theoretical 
Physics, Eötvös University, H-1117 Budapest, Hungary. 4MTA-ELTE Lendület Lattice Gauge Theory Research Group, H-1117 Budapest, Hungary. 5Institute for Nuclear Research of the Hungarian 
Academy of Sciences, H-4026 Debrecen, Hungary. 6University of Zaragoza, E-50009 Zaragoza, Spain. 7Max Planck Institut für Physik, D-80803 Munich, Germany. 8Deutsches Elektronen-
Synchrotron DESY, D-22607 Hamburg, Germany.

© 2016 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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dark matter and how it can be used to determine the axion’s mass. 
χ(T) is a rapidly decreasing function of the temperature. Thus, at high 
 temperature mA (which is proportional to χ(T)1/2) is small: in fact, it 
is much smaller than the Hubble expansion rate of the Universe at 
that time or temperature (H(T)). The axion does not yet ‘feel’ the tilt 
in the Peccei-Quinn ‘Mexican hat’-type potential, and it is effectively 
massless and frozen by the Hubble friction (a linear, friction-like term 
proportional to the Hubble constant in the equation of motion, see 
the second term of equation S29 in Supplementary Information). As 
the Universe expands, the temperature decreases, χ(T) increases and 
the axion mass also increases; meanwhile, the Hubble expansion rate 
(given by our EoS) decreases. As the temperature decreases to Tosc, the 
axion mass is of the same order as the Hubble constant (the  oscillation 
temperature Tosc is defined by 3H(Tosc) =  mA(Tosc)). Around this time 
the axion field rolls down the potential, and starts to oscillate around 
the tilted minimum; the axion number density increases to a non-zero 
value, thus axions as dark matter are produced. The details of this 
 production mechanism, usually called misalignment, are quite well 
known (see, for example, ref. 9).

In a post-inflationary scenario, the initial value of the  angular 
degree of freedom (θ) of the axion field takes all values between  
− π  and π , whereas in the pre-inflationary scenario only one angle, 
θ0,  contributes (all other values are inflated away). One should also 
 mention that  during the U(1) symmetry-breaking, topological strings 
appear, which decay and also produce dark-matter axions. In the pre- 
inflationary scenario they are inflated away. However, in the post- 
inflationary framework their role is more important. This sort of axion 
 production mechanism is less well-understood, and in our final results 
it is  necessary to make some assumptions about the amount of axions 
produced by topological strings (see Fig. 3 legend).

The direct consequence of our results on χ and the EoS is the mass 
of the dark-matter candidate, the axion. For the pre-inflationary 
Peccei–Quinn symmetry-breaking scenario, the initial value of the 
axion field of our Universe (θ0) determines the axion mass (and vice 
versa). In Fig. 3 we show this relationship between the axion’s mass 
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Online Content Methods, along with any additional Extended Data display items and 
Source Data, are available in the online version of the paper; references unique to 
these sections appear only in the online paper.
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Figure 3 | The relation between the axion’s mass mA and the initial angle 
θ0 in the pre-inflation scenario and the axion’s mass range in the post-
inflation scenario. For the pre-inflation scenario, our result is shown by 
the blue line; the error (s.e.m.) is smaller than the line width. The post-
inflation scenario corresponds to θ0 =  2.155 with a strict lower bound on 
the axion’s mass of mA =  28(2) µ eV. The thick red line shows our result for 
the axion’s mass for the post-inflation case: for example, mA =  50(4) µ eV if 
one assumes that axions from the misalignment mechanism contribute 50% 
to dark matter. Our final estimate is 50 µ eV <  mA <  1,500 µ eV (the upper 
bound assumes that only 1% is the contribution from the misalignment 
mechanism, the rest comes from other sources—for example, topological 
defects). An experimental set-up to detect post-inflationary axions is given 
in Supplementary Information. The slight bend around mA ≈  10−5 µ eV 
corresponds to an oscillation temperature at the QCD transition23,24.

Supplementary Information is available in the online version of the paper.
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Unlike the electroweak sector of the standard model of particle 
physics, quantum chromodynamics (QCD) is surprisingly 
symmetric under time reversal. As there is no obvious reason for 
QCD being so symmetric, this phenomenon poses a theoretical 
problem, often referred to as the strong CP problem. The most 
attractive solution for this1 requires the existence of a new particle, 
the axion2,3—a promising dark-matter candidate. Here we determine 
the axion mass using lattice QCD, assuming that these particles 
are the dominant component of dark matter. The key quantities 
of the calculation are the equation of state of the Universe and the 
temperature dependence of the topological susceptibility of QCD, 
a quantity that is notoriously difficult to calculate4–8, especially 
in the most relevant high-temperature region (up to several 
gigaelectronvolts). But by splitting the vacuum into different 
sectors and re-defining the fermionic determinants, its controlled 
calculation becomes feasible. Thus, our twofold prediction helps 
most cosmological calculations9 to describe the evolution of the 
early Universe by using the equation of state, and may be decisive 
for guiding experiments looking for dark-matter axions. In the next 
couple of years, it should be possible to confirm or rule out post-
inflation axions experimentally, depending on whether the axion 
mass is found to be as predicted here. Alternatively, in a pre-inflation 
scenario, our calculation determines the universal axionic angle that 
corresponds to the initial condition of our Universe.

In this Letter, we use the lattice formulation of QCD10, that is, we 
discretize space-time on a four-dimensional lattice with Nt and Ns 
points in the temporal and spatial directions. The lattice spacing is 
denoted by a, the box size by L =  Nsa, the temperature by T =  (aNt)−1 
and the volume of space-time by =V N N as

3
t

4.
During the expansion of the early Universe, a QCD transition 

occurred that confined quarks and gluons into hadrons. Our most 
important qualitative knowledge about this transition is that it is an 
analytic crossover11, thus no cosmological relics are expected. Outside 
the narrow temperature range of the transition we know that the 
Hubble rate and the relationship between temperature and the age of 
the early Universe can be described by a radiation-dominated  equation 
of state (EoS). The calculation of the EoS is a challenging task, and 
the determination of the continuum limit at large temperatures is 
 particularly difficult.

In our lattice QCD set-up, we used the staggered fermion 
 discretization12 with four steps of stout-smearing13. In our  simulations, 
we included the two light quarks and the strange quark (‘2 +  1  flavours’) 
and when necessary we also added the charm quark (‘2 +  1 +  1 
 flavours’). The quark masses are set to their physical values, but we use 
degenerate up and down quark masses and the small effect of  isospin 
breaking is included analytically. The continuum limit is taken using 
three, four or five lattice spacings with temporal lattice  extensions of 
Nt =  6, 8, 10, 12 and 16. In addition to dynamical staggered simulations, 

we also used dynamical simulations with 2 +  1 flavours of overlap 
quarks14 down to physical masses. The inclusion of an odd number 
of flavours was a non-trivial task, but this set-up was required for 
the determination of the temperature dependence of the topological 
susceptibility of QCD, χ(T), at large temperatures in the several GeV 
region.

Charm quarks start to contribute to the EoS only above 300 MeV, 
so up to 250 MeV we used just 2 +  1 flavours of dynamical quarks. 
Connecting the 2 +  1 and the 2 +  1 +  1 flavour results at 250 MeV can 
be done smoothly. For large temperatures, the step-scaling method for 
the EoS of ref. 15 was applied. We determined the EoS with complete 
control over all sources of systematics all the way to the GeV scale.

We used two different methods to set the overall scale in order to 
determine the EoS. One of them took the pion decay constant, the other 
applied the w0 scale16. Thirty-two different analyses (for example, the 
two different scale-setting procedures, different interpolations,  keeping 
or omitting the coarsest lattice) entered our histogram method17,18 to 
estimate systematic errors. We also calculated the goodness of the fit 
and weights based on the Akaike information criterion, AICc18, and 
we looked at the unweighted or weighted results. This provided the 
systematic errors on our findings. In the low-temperature region,  
we compared our results with the prediction of the hadron resonance 
gas (HRG) approximation and found good agreement (within error 
bars). This HRG approach is used to parameterize the EoS for small 
 temperatures. In addition, we used the hard thermal loop approach19 
to extend the EoS to high temperatures.

In order to have a complete description of the thermal evolution of 
the early Universe, we supplement our QCD calculation for the EoS 
by including the rest of the standard model particles (leptons, bottom 
and top quarks, the photon, W, Z, Higgs bosons) and results on the 
electroweak transition. As a consequence, the final result on the EoS 
covers four orders of magnitude in temperature, from MeV to  several 
hundred GeV. Figure 1 shows the EoS. The widths of the lines represent 
the uncertainties. Both the figure and the data can be used (similarly to 
figure 22.3 of ref. 20) to describe the Hubble rate and the  relationship 
between temperature and the age of the Universe in a very broad 
 temperature range.

We now turn to the determination of the other key quantity, χ(T). 
In general, the action of QCD should have a term proportional to  
the topological charge of the gluon field, Q. This term violates the 
 combined charge-conjugation and parity (CP) symmetry. The 
 surprising experimental observation is that the proportionality factor 
of this term θ is unnaturally small—this is known as the strong  
CP problem. A particularly attractive solution to this fundamental 
problem is the so-called Peccei–Quinn mechanism1. An additional 
scalar U(1) symmetric field is introduced. The underlying Peccei-
Quinn U(1) symmetry is spontaneously broken—which can happen 
pre-inflation or post-inflation—and an axion field A acts as a massless  

1Department of Physics, University of Wuppertal, D-42119 Wuppertal, Germany. 2Jülich Supercomputing Centre, Forschungszentrum Jülich, D-52428 Jülich, Germany. 3Institute for Theoretical 
Physics, Eötvös University, H-1117 Budapest, Hungary. 4MTA-ELTE Lendület Lattice Gauge Theory Research Group, H-1117 Budapest, Hungary. 5Institute for Nuclear Research of the Hungarian 
Academy of Sciences, H-4026 Debrecen, Hungary. 6University of Zaragoza, E-50009 Zaragoza, Spain. 7Max Planck Institut für Physik, D-80803 Munich, Germany. 8Deutsches Elektronen-
Synchrotron DESY, D-22607 Hamburg, Germany.

© 2016 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

3  N O V E M B E R  2 0 1 6  |  V O L  5 3 9  |  N A T U R E  |  6 9

LETTER
doi:10.1038/nature20115

Calculation of the axion mass based on high-
temperature lattice quantum chromodynamics
S. Borsanyi1, Z. Fodor1,2,3, J. Guenther1, K.-H. Kampert1, S. D. Katz3,4, T. Kawanai2, T. G. Kovacs5, S. W. Mages2, A. Pasztor1, 
F. Pittler3,4, J. Redondo6,7, A. Ringwald8 & K. K. Szabo1,2

Unlike the electroweak sector of the standard model of particle 
physics, quantum chromodynamics (QCD) is surprisingly 
symmetric under time reversal. As there is no obvious reason for 
QCD being so symmetric, this phenomenon poses a theoretical 
problem, often referred to as the strong CP problem. The most 
attractive solution for this1 requires the existence of a new particle, 
the axion2,3—a promising dark-matter candidate. Here we determine 
the axion mass using lattice QCD, assuming that these particles 
are the dominant component of dark matter. The key quantities 
of the calculation are the equation of state of the Universe and the 
temperature dependence of the topological susceptibility of QCD, 
a quantity that is notoriously difficult to calculate4–8, especially 
in the most relevant high-temperature region (up to several 
gigaelectronvolts). But by splitting the vacuum into different 
sectors and re-defining the fermionic determinants, its controlled 
calculation becomes feasible. Thus, our twofold prediction helps 
most cosmological calculations9 to describe the evolution of the 
early Universe by using the equation of state, and may be decisive 
for guiding experiments looking for dark-matter axions. In the next 
couple of years, it should be possible to confirm or rule out post-
inflation axions experimentally, depending on whether the axion 
mass is found to be as predicted here. Alternatively, in a pre-inflation 
scenario, our calculation determines the universal axionic angle that 
corresponds to the initial condition of our Universe.

In this Letter, we use the lattice formulation of QCD10, that is, we 
discretize space-time on a four-dimensional lattice with Nt and Ns 
points in the temporal and spatial directions. The lattice spacing is 
denoted by a, the box size by L =  Nsa, the temperature by T =  (aNt)−1 
and the volume of space-time by =V N N as

3
t

4.
During the expansion of the early Universe, a QCD transition 

occurred that confined quarks and gluons into hadrons. Our most 
important qualitative knowledge about this transition is that it is an 
analytic crossover11, thus no cosmological relics are expected. Outside 
the narrow temperature range of the transition we know that the 
Hubble rate and the relationship between temperature and the age of 
the early Universe can be described by a radiation-dominated  equation 
of state (EoS). The calculation of the EoS is a challenging task, and 
the determination of the continuum limit at large temperatures is 
 particularly difficult.

In our lattice QCD set-up, we used the staggered fermion 
 discretization12 with four steps of stout-smearing13. In our  simulations, 
we included the two light quarks and the strange quark (‘2 +  1  flavours’) 
and when necessary we also added the charm quark (‘2 +  1 +  1 
 flavours’). The quark masses are set to their physical values, but we use 
degenerate up and down quark masses and the small effect of  isospin 
breaking is included analytically. The continuum limit is taken using 
three, four or five lattice spacings with temporal lattice  extensions of 
Nt =  6, 8, 10, 12 and 16. In addition to dynamical staggered simulations, 

we also used dynamical simulations with 2 +  1 flavours of overlap 
quarks14 down to physical masses. The inclusion of an odd number 
of flavours was a non-trivial task, but this set-up was required for 
the determination of the temperature dependence of the topological 
susceptibility of QCD, χ(T), at large temperatures in the several GeV 
region.

Charm quarks start to contribute to the EoS only above 300 MeV, 
so up to 250 MeV we used just 2 +  1 flavours of dynamical quarks. 
Connecting the 2 +  1 and the 2 +  1 +  1 flavour results at 250 MeV can 
be done smoothly. For large temperatures, the step-scaling method for 
the EoS of ref. 15 was applied. We determined the EoS with complete 
control over all sources of systematics all the way to the GeV scale.

We used two different methods to set the overall scale in order to 
determine the EoS. One of them took the pion decay constant, the other 
applied the w0 scale16. Thirty-two different analyses (for example, the 
two different scale-setting procedures, different interpolations,  keeping 
or omitting the coarsest lattice) entered our histogram method17,18 to 
estimate systematic errors. We also calculated the goodness of the fit 
and weights based on the Akaike information criterion, AICc18, and 
we looked at the unweighted or weighted results. This provided the 
systematic errors on our findings. In the low-temperature region,  
we compared our results with the prediction of the hadron resonance 
gas (HRG) approximation and found good agreement (within error 
bars). This HRG approach is used to parameterize the EoS for small 
 temperatures. In addition, we used the hard thermal loop approach19 
to extend the EoS to high temperatures.

In order to have a complete description of the thermal evolution of 
the early Universe, we supplement our QCD calculation for the EoS 
by including the rest of the standard model particles (leptons, bottom 
and top quarks, the photon, W, Z, Higgs bosons) and results on the 
electroweak transition. As a consequence, the final result on the EoS 
covers four orders of magnitude in temperature, from MeV to  several 
hundred GeV. Figure 1 shows the EoS. The widths of the lines represent 
the uncertainties. Both the figure and the data can be used (similarly to 
figure 22.3 of ref. 20) to describe the Hubble rate and the  relationship 
between temperature and the age of the Universe in a very broad 
 temperature range.

We now turn to the determination of the other key quantity, χ(T). 
In general, the action of QCD should have a term proportional to  
the topological charge of the gluon field, Q. This term violates the 
 combined charge-conjugation and parity (CP) symmetry. The 
 surprising experimental observation is that the proportionality factor 
of this term θ is unnaturally small—this is known as the strong  
CP problem. A particularly attractive solution to this fundamental 
problem is the so-called Peccei–Quinn mechanism1. An additional 
scalar U(1) symmetric field is introduced. The underlying Peccei-
Quinn U(1) symmetry is spontaneously broken—which can happen 
pre-inflation or post-inflation—and an axion field A acts as a massless  

1Department of Physics, University of Wuppertal, D-42119 Wuppertal, Germany. 2Jülich Supercomputing Centre, Forschungszentrum Jülich, D-52428 Jülich, Germany. 3Institute for Theoretical 
Physics, Eötvös University, H-1117 Budapest, Hungary. 4MTA-ELTE Lendület Lattice Gauge Theory Research Group, H-1117 Budapest, Hungary. 5Institute for Nuclear Research of the Hungarian 
Academy of Sciences, H-4026 Debrecen, Hungary. 6University of Zaragoza, E-50009 Zaragoza, Spain. 7Max Planck Institut für Physik, D-80803 Munich, Germany. 8Deutsches Elektronen-
Synchrotron DESY, D-22607 Hamburg, Germany.

© 2016 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.



SteffenMADMAX -  Theoretical Foundations 16

helioscope

Andreas Ringwald  | Update on the dark-matter axion mass, MADMAX Workshop, DESY, Hamburg, D, 18-19 October 2017 |  Page 22 

Dark-Matter Axion Mass in Post-inflationary PQ SB Scen. 

>  Current experimental bounds vs. prediction:  
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Discussion and Conclusions 

>  Most realistic simulations, as far as string tension is concerned, find 
significantly lower dark-matter axion mass in           post-inflationary PQ 
SSB scenario than previously estimated: 

>  Need independent confirmation: 
§  Small distances resolved in effective way  

§  Is there complete decoupling between short distances and long distances? 

>  If confirmed: Mass in reach of conventional microwave cavity technique  
§  However, this assumes axion 100 % of dark matter!  

§  Dark-matter axion mass will move to higher values if axion sub-dominant dark matter 
or if   

[Klaer, Moore,’17]

CAST

cavity haloscopes

Existing exclusion limits today

dielectric haloscope
MADMAX

Scenario 2



SteffenMADMAX -  Theoretical Foundations 17

MADMAX Goal - probe QCD axion DM scenarios
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where numbers in brackets denote the uncertainty in the last digit. For the axion mass the
first error is from quark mass uncertainties and the second one from higher order corrections.
In expression (2.3c), E is the EM anomaly and N the color anomaly or equivalently domain
wall number. In models where ordinary quarks and leptons do not carry Peccei–Quinn
charges, the axion-photon interaction arises entirely from a-⇡0-⌘ mixing and E/N = 0, the
KSVZ model [22, 23] providing a traditional example. In more general models, E/N is a ratio
of small integers, the DFSZ model [24, 25] with E/N = 8/3 being an often-cited example,
although there exist many other cases [26]. While g

a�

can be either positive or negative via
the model-dependent E/N value, we will see that the detectable power will depend on g2
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.
The Euler–Lagrange equations of motion for the axion and photon fields following from

the Lagrangian density (2.1) are
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The first equation is a modification of the laws of Gauss and Ampère in the presence of
axions, which leads to the extra current J⌫
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this equation. The laws of Gauss for magnetism and of Faraday derive from a geometric
property of electrodynamics, the Bianchi identity @
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eFµ⌫ = 0, which does not get modified
by including the axion. In terms of electric and magnetic fields, one finds [8, 27]
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While axions do not enter the homogeneous equations, we need the latter to derive the EM
boundary conditions for interfaces such as those considered in section 3 below.

2.2 Macroscopic form of Maxwell’s equations

As discussed in the Introduction, dielectric materials will be essential for the proposed new
axion dark matter haloscope. Accordingly, we now reformulate these equations in terms of
macroscopic fields to account for the EM response of the background medium.

The form of the homogeneous equations (2.5c) and (2.5d) does not change. Nevertheless,
the fields E and B are here and henceforth understood to be the macroscopic ones obtained
from the microscopic ones by macroscopic smoothing. This applies, in particular, to the rhs
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wall number. In models where ordinary quarks and leptons do not carry Peccei–Quinn
charges, the axion-photon interaction arises entirely from a-⇡0-⌘ mixing and E/N = 0, the
KSVZ model [22, 23] providing a traditional example. In more general models, E/N is a ratio
of small integers, the DFSZ model [24, 25] with E/N = 8/3 being an often-cited example,
although there exist many other cases [26]. While g
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can be either positive or negative via
the model-dependent E/N value, we will see that the detectable power will depend on g2
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.
The Euler–Lagrange equations of motion for the axion and photon fields following from
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The first equation is a modification of the laws of Gauss and Ampère in the presence of
axions, which leads to the extra current J⌫
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eFµ⌫ = 0, which does not get modified
by including the axion. In terms of electric and magnetic fields, one finds [8, 27]
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While axions do not enter the homogeneous equations, we need the latter to derive the EM
boundary conditions for interfaces such as those considered in section 3 below.

2.2 Macroscopic form of Maxwell’s equations

As discussed in the Introduction, dielectric materials will be essential for the proposed new
axion dark matter haloscope. Accordingly, we now reformulate these equations in terms of
macroscopic fields to account for the EM response of the background medium.

The form of the homogeneous equations (2.5c) and (2.5d) does not change. Nevertheless,
the fields E and B are here and henceforth understood to be the macroscopic ones obtained
from the microscopic ones by macroscopic smoothing. This applies, in particular, to the rhs
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FIG. 3. Two examples of the discovery potential (light
and dark blue) of our dielectric haloscope using 80 disks
(✏ = 25, A = 1m2, Be = 10T, ⌘ = 0.8, tR = 1day)
with quantum limited detection in a 3-year campaign. We
also show exclusion limits (gray) and sensitivities (coloured)
of current and planned cavity haloscopes [14, 15, 32–36].
The upper inset shows the initial angle ✓I required in Sce-
nario A [37]. The lower inset depicts the fa value corre-
sponding to a given ma, and the three black lines denote
|Ca� | = 1.92, 1.25, 0.746. Note that Scenario B predicts
50µeV . ma . 200µeV [10, 38].

|Ca� | ⇠ 1. In Scenario A, these masses correspond to
large, but still natural, initial angles 2.4 . ✓

I

. 3.12 [37].
Scenario B, our main goal, would be covered including
the theoretical uncertainty in ma (50–200µeV [10, 38])
for KSVZ-type models with short-lived domain walls
(N = 1). Prime examples include the recent SMASHd,u

models (E = 2/3, 8/3) [38]. Models with N > 1 require
ma & meV [10, 39], beyond our mass range. However,
with some exceptions [40] they generally require a tuned
explicit breaking of the PQ symmetry to avoid a domain-
wall dominated universe [41].

CONCLUSION

In this Letter we have proposed a new method to search
for high-mass (40–400µeV) axions by using a mirror and
multiple dielectric disks contained in a magnetic field – a
dielectric haloscope. The key features are a large trans-
verse area and the flexibility to use both broadband and
narrow-band search strategies. With 80 disks one could
search a large fraction of this high-mass range with sen-
sitivity to the QCD axion.
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Discussion and Conclusions 

>  Most realistic simulations, as far as string tension is concerned, find 
significantly lower dark-matter axion mass in           post-inflationary PQ 
SSB scenario than previously estimated: 

>  Need independent confirmation: 
§  Small distances resolved in effective way  

§  Is there complete decoupling between short distances and long distances? 

>  If confirmed: Mass in reach of conventional microwave cavity technique  
§  However, this assumes axion 100 % of dark matter!  

§  Dark-matter axion mass will move to higher values if axion sub-dominant dark matter 
or if   

Scenario 1
accidental inital misalignment

mA < 100 μeV

[Klaer, Moore,’17]

KSVZ

DSFZ
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Dielectric Haloscopes: A New Way to Detect Axion Dark Matter
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We propose a new strategy to search for dark matter axions in the mass range of 40–400 μeV by
introducing dielectric haloscopes, which consist of dielectric disks placed in a magnetic field. The changing
dielectric media cause discontinuities in the axion-induced electric field, leading to the generation of
propagating electromagnetic waves to satisfy the continuity requirements at the interfaces. Large-area disks
with adjustable distances boost the microwave signal (10–100 GHz) to an observable level and allow one to
scan over a broad axion mass range. A sensitivity to QCD axion models is conceivable with 80 disks of
1 m2 area contained in a 10 T field.

DOI: 10.1103/PhysRevLett.118.091801

Introduction.—The nature of dark matter (DM) is one
of the most enduring cosmological mysteries. One prime
candidate, the axion, arises from the Peccei-Quinn (PQ)
solution to the strong CP problem, the absence of CP
violation in quantum chromodynamics (QCD). The CP
violating QCD phase θ is effectively replaced by the axion
field whose potential is minimal at θ ¼ 0 [1–3]. Thus, θ
dynamically relaxes towards zero regardless of its initial
conditions, satisfying the neutron electric dipole moment
constraints θ ≲ 10−11 [4].
Tiny relic oscillations with a frequency given by the

axion mass ma around θ ¼ 0 persist, acting as cold DM
[5–9]. If DM is purely axionic, its local galactic density
ρa ¼ ðfamaÞ2θ20=2 ∼ 300 MeV=cm3 implies that θ ∼
θ0 cosðmatÞ at Earth, with θ0 ∼ 4 × 10−19. While these
oscillations could be detected, the main challenge is to scan
over a huge frequency range, as ma is unknown.
However, cosmology can guide our search. Causality

implies that, at some early time, θ is uncorrelated between
patches of the causal horizon size. We consider two
cosmological scenarios depending on whether cosmic
inflation happens after (A) or before (B) that time.
In scenario A, one patch is inflated to encompass our

observable Universe while smoothing θ to a single initial
value θI . The cosmic axion abundance depends on both θI
and ma, so the DM density can be matched for any ma
allowed by astrophysical bounds [10] for a suitable θI.
In scenario B, the axion abundance is given by the

average over random initial conditions and the decay of
accompanying cosmic strings and domain walls. Freed
from the uncertainty in the initial conditions, scenario B

provides a concrete prediction ma ∼ 100 μeV [11,12],
although with some theoretical uncertainty [13].
Searches based on cavity resonators in strong magnetic

fields (Sikivie’s haloscopes [14]) such as ADMX [15],
ADMX HF [16], and CULTASK [17] are optimal for
ma ≲ 10 μeV. Much lower values ofma can be explored by
nuclear magnetic resonance techniques like CASPER [18]
or with LC circuits [19,20].
The mass range favored in scenario B is untouched by

current experiments, and for cavity haloscopes will remain
so for the foreseeable future. While fifth-force experiments
[21] could search this region, they would not directly reveal
the nature of DM. We present here a new concept to cover
this important gap, capable of discovering ∼100 μeV mass
axions. It consists of a series of parallel dielectric disks with
a mirror on one side, all within a magnetic field parallel to
the surfaces, as shown in Fig. 1—a dielectric haloscope.
For a large ma the greatest hindrance for conven-

tional haloscopes is that the signal is proportional to the
cavity volume V. With dimensions on the order of the
axion Compton wavelength λa ¼ 2π=ma, V ∝ λ3a, which
decreases rapidly with ma. (We use natural units with
ℏ ¼ c ¼ 1 and the Lorentz-Heaviside convention
α ¼ e2=4π.) While there are plans to couple multiple
high-quality cavities, use open resonators, or compensate
with extremely high magnetic fields and/or new detectors,
these techniques may not prove practical for large ma’s
[17,22–24].
A radical approach for increasing the volume is to use a

dish antenna (i.e., a mirror) inside a B field to convert
axion DM into microwaves [25]. The resonantly enhanced
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Dielectric Haloscope
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Figure 4. Schematic picture of a single dielectric disk.
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which are indeed the inverse of each other. Likewise, the source matrix S
0

applies to an
interface with vacuum on the left and a dielectric ✏ on the right, so we call it S

✏v

and the
opposite for S

1

which we call S
v✏

. The two matrices are related by S
v✏

= �S
✏v

and are
explicitly

S
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=
1� n2

2n2

1 and S
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=
n2 � 1

2n2

1 . (5.2)

Finally, the matrix P
1

advances the phases through the dielectric disk and is generically
called P

✏

= diag(e+i�, e�i�) with � ⌘ �
✏

= �
1

= n!d.
Notice that the regions are labelled from left to right, but the transfer and source

matrices are built up in opposite order. The matrix in the right-most position describes the
left-most interface. The matrices G

✏v

or S
✏v

mean that vacuum is on the left of the dielectric.
Therefore, the total transfer and axion source matrices for a dielectric disk are

T
D

= G
v✏

P
✏

G
✏v

=

 
cos � + i n

2
+1

2n

sin � i n

2�1

2n

sin �

�i n

2�1

2n

sin � cos � � i n

2
+1

2n

sin �

!
, (5.3a)
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Observable quantities are the transmission and reflection coe�cients as well as the boost
amplitude defined in equations (4.13) and (4.15), respectively. Because the disk is perfectly
left-right symmetric, the L and R quantities are the same. The explicit results are

T
D

=
i 2n

i 2n cos � + (n2 + 1) sin �
, (5.4a)

R
D

=
(n2 � 1) sin �

i 2n cos � + (n2 + 1) sin �
, (5.4b)

B
D

=
(n2 � 1) sin(�/2)

n2 sin(�/2) + i n cos(�/2)
. (5.4c)
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Figure 1. Interface between two regions 1 and 2 with equal Be and chosen material properties
µ1 = µ2 = 1, ✏1 = 4 and ✏2 = 1, implying n1 =

p
✏1 = 2 and n2 = 1 so that k1 = 2! and k2 = !. The

EM waves propagating away from both sides of the interface ensure continuity of Hk and Ek, here
implying H�

1 = H�
2 = 1

2 , E
a
1 = E�

1 = � 1
4 , E

a
2 = �1 and E�

2 = 1
2 , where all fields are given in units of

E0 = ga�Bea0.

of parameters n and ✏ which avoids the appearance of many square-root symbols. In most
practical cases, µ ⇡ 1 so that n becomes essentially a notation for

p
✏. For the EM waves,

H
�

is perpendicular to E
�

which itself is collinear with E
a

and thus with B
e

. Therefore,
the continuity of Hk does not involve B

e

and implies3 H�

1

= H�

2

. Because k
1

and k
2

point
in opposite directions, also E�

1

and E�

2

must be oriented in opposite directions as shown in
figure 1. Moreover, the continuity of Ek must involve the axion-induced field E

a

so that at
the interface, which is defined by a jump of E

a

, the total Ek is continuous. Therefore, the
continuity conditions of equation (3.1) imply for the field values at the interface

Continuity of Hk � ✏
1

n
1
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2
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2
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2

, (3.2a)

Continuity of Ek E�

1

+ Ea

1

= E�

2

+ Ea

2

, (3.2b)

where a positive E-field means that it is oriented along B
e

, i.e., in the positive y-direction in
the geometric setup of figure 1. We will usually assume that the axion-photon coupling g

a�

3We put the symbols a and � as subscripts or superscripts depending on typographical convenience.
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Mirror Dielectric  Disks Receiver 

Be 

Figure 1. A layered dielectric haloscope consisting of one mirror and six dielectric disks placed in a
magnetic field Be and one receiver in the B-field-free region. The setup allows for discontinuities in
the axion-induced electric field Ea at the various interfaces between empty space and either mirror
or dielectric disk. To satisfy the usual continuity requirements of the total electric and magnetic
fields in the directions parallel to the interfaces, Ek and Hk, microwaves emerge in the perpendicular
directions away from each interface with a frequency ⌫a ' ma/2⇡ given by the axion mass. These
microwaves propagating from the mirror towards the receiver and from each of the dielectric disks
towards both the mirror and the receiver are illustrated by the horizontal blue arrows. Their power
is to be measured by the receiver. The signal strength depends on the spacings between the dielectric
disks (and their thicknesses) which have to be varied to perform a scan over the axions mass ma.

thicknesses, an axion-dark matter search in the region with m
a

= 4–400µeV was claimed
to be viable a long time ago in an unpublished preprint [19]. There a special cavity design
with embedded dielectric plates was proposed to improve the cavity quality factor by more
than one order of magnitude to Q & 5⇥ 106. The scanning over the frequency range would
be accomplished by varying the spacings between and the thicknesses of the plates and the
width of the cavity in the direction perpendicular to the plates. Two requirements were
expressed for the spacings and plate thicknesses: (i) �/4 spacings between the cavity walls
and the nearest plates with thickness d ' �/(4n) to reduce energy density at the cavity walls
and (ii) �/2 spacings between the other plates with thickness d ' �/(2n) to optimize the
phase coherence of the electric field inside the cavity volume. As a drawback we expect a
significant tuning time of the cavity setup due to the required tuning to the cavity resonance
and again due to the requirements on the plate thicknesses. This will slow down scans over
a broad m

a

range significantly.
Here we propose the “layered dielectric haloscope” as a practically viable generalisation

of the dielectric mirror setups presented in Ref. [18] and as an alternative to the cavity setups
presented in Ref. [19]. This would use a series of (up to N ⇠ 100) dielectric disks each with
m2-scale transverse area and fixed mm-scale thicknesses and precisely adjustable spacings in
a strong (⇠ 10 Tesla) magnetic dipole field, open (no mirror) on one or both ends. Figure 1
shows an illustrative setup with one mirror and six dielectric disks placed in a magnetic
field B

e

and one receiver in the B-field-free region. The horizontal blue arrows illustrate the
propagating microwaves emerging from the mirror towards the receiver and from each of the
dielectric disks towards both the mirror and the receiver and their reflection at the mirror.

With our proposed layered dielectric haloscope approach, the thicknesses of the dielectric

– 4 –
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Axion-Photon Interaction: Eqs. of Motion

Vacuum

both resonant and non-resonant features of layered dielectric haloscopes (section 5). Finally,
we consider more practical experimental setups, showing that one can achieve a great degree
of control over the response of the system through disk placement and make projections for
the potential reach of a realistic axion dark matter search experiment (section 6). Being a
crucial feature of dielectric haloscopes, a proof of the area law is given in the appendix A. We
also show that a generalised overlap integral formalism exists for large boost factor setups,
which agrees with that of Sikivie for a resonant cavity (appendix B).

2 Axion-photon mixing in an external B-field

In this section we review the modified form of Maxwell’s equations in the presence of axions
both in vacuum and in homogeneous media. Focussing on a setting with a strong static
external magnetic field B

e

, we present the linearized macroscopic equations and consider
plane-wave solutions, including the option of lossy media where the waves are damped. For
dark matter axions with negligible velocity, we derive the axion-induced electric field E

a

generated in the presence of B
e

.
Throughout this paper, we will use a purely classical description of the fields. Our

device can be seen as a linear mixer between ingoing and outgoing axion and photon fields. In
particular, we calculate the linear response in the form of an outgoing propagating microwave
induced by the omnipresent oscillating axion field. On the level of second quantization
(amplitude quantization of the fields), the e↵ect can be pictured as a mixing of the fields on
the operator level, i.e., a Bogoliubov transformation which mixes, for example, the creation
operator of a pure axion with that of a pure photon [20]. Ultimately we do not measure an
amplitude but an average rate (average frequency-dependent microwave power) which, when
averaged over a long period of time, does not reveal quantum fluctuations. Quantization
issues may have to be faced once axions have been found and we study temporal signal
correlations.

2.1 Equations of motion

The interacting system of photons, axions, and EM currents is described by the Lagrangian
density

L = �1

4
F
µ⌫

Fµ⌫ � JµA
µ

+
1

2
@
µ

a@µa� 1

2
m2

a

a2 � g
a�

4
F
µ⌫

eFµ⌫a, (2.1)

where a is the axion field, m
a

its mass, and g
a�

a coupling constant of dimension (energy)�1.
F
µ⌫

= @
µ

A
⌫

� @
⌫

A
µ

is the EM field-strength tensor in terms of the vector potential Aµ =
(A

0

,A) and Jµ = (⇢,J) is the electric 4-current. eFµ⌫ = 1

2

"µ⌫↵�F
↵�

is the dual tensor, where
we use "0123 = "

123

= +1. The electric and magnetic fields are explicitly

E = �rA
0

� Ȧ and B = r⇥A . (2.2)

We work in natural units with ~ = c = 1 and the Lorentz-Heaviside convention ↵ = e2/4⇡,
as mentioned above. In this case, the energy density of the EM field is 1

2

(E2 +B2) and the
conversion of units is 1 V/m = 6.5162⇥ 10�7 eV2 and 1 T = 1 Tesla = 195.35 eV2.

For a general axion-like particle (ALP), the mass and photon coupling are independent
phenomenological parameters. However, in the dark-matter context we are interested in
QCD axions where both parameters are given in terms of the Peccei–Quinn scale or axion
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decay constant f
a

by m
a

f
a

⇠ m
⇡

f
⇡

and g
a�

⇠ ↵/(2⇡f
a

), where m
⇡

and f
⇡

are respectively
the pion mass and decay constant. A recent detailed study yields the numerical values [21]

m
a

= 5.70(6)(4)µeV

✓
1012GeV

f
a

◆
, (2.3a)

g
a�

= � ↵

2⇡f
a

C
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= �2.04(3)⇥ 10�16 GeV�1

✓
m

a

1µeV

◆
C
a�

, (2.3b)

C
a�

=
E
N � 1.92(4) , (2.3c)

where numbers in brackets denote the uncertainty in the last digit. For the axion mass the
first error is from quark mass uncertainties and the second one from higher order corrections.
In expression (2.3c), E is the EM anomaly and N the color anomaly or equivalently domain
wall number. In models where ordinary quarks and leptons do not carry Peccei–Quinn
charges, the axion-photon interaction arises entirely from a-⇡0-⌘ mixing and E/N = 0, the
KSVZ model [22, 23] providing a traditional example. In more general models, E/N is a ratio
of small integers, the DFSZ model [24, 25] with E/N = 8/3 being an often-cited example,
although there exist many other cases [26]. While g

a�

can be either positive or negative via
the model-dependent E/N value, we will see that the detectable power will depend on g2

a�

.
The Euler–Lagrange equations of motion for the axion and photon fields following from

the Lagrangian density (2.1) are

@
µ

Fµ⌫ = J⌫ � g
a�

eFµ⌫@
µ

a , (2.4a)
�
@
µ

@µ +m2

a

�
a = �g

a�

4
F
µ⌫

eFµ⌫ . (2.4b)

The first equation is a modification of the laws of Gauss and Ampère in the presence of
axions, which leads to the extra current J⌫

a

⌘ �g
a�

@
µ

( eFµ⌫a) = �g
a�

eFµ⌫@
µ

a on the rhs of
this equation. The laws of Gauss for magnetism and of Faraday derive from a geometric
property of electrodynamics, the Bianchi identity @

µ

eFµ⌫ = 0, which does not get modified
by including the axion. In terms of electric and magnetic fields, one finds [8, 27]

r ·E = ⇢� g
a�

B ·ra , (2.5a)

r⇥B� Ė = J+ g
a�

(B ȧ�E⇥ra) , (2.5b)

r ·B = 0 , (2.5c)

r⇥E+ Ḃ = 0 , (2.5d)

ä�r2a+m2

a

a = g
a�

E ·B . (2.5e)

While axions do not enter the homogeneous equations, we need the latter to derive the EM
boundary conditions for interfaces such as those considered in section 3 below.

2.2 Macroscopic form of Maxwell’s equations

As discussed in the Introduction, dielectric materials will be essential for the proposed new
axion dark matter haloscope. Accordingly, we now reformulate these equations in terms of
macroscopic fields to account for the EM response of the background medium.

The form of the homogeneous equations (2.5c) and (2.5d) does not change. Nevertheless,
the fields E and B are here and henceforth understood to be the macroscopic ones obtained
from the microscopic ones by macroscopic smoothing. This applies, in particular, to the rhs
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r⇥B� Ė = J+ g
a�
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Dielectric Haloscope
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Figure 4. Schematic picture of a single dielectric disk.

G
v✏

G
✏v

= 1, i.e., G
v✏

= G�1

✏v

. Explicitly, we find with n =
p
✏

G
✏v

=
1

2n

✓
n+1 n�1
n�1 n+1

◆
and G

v✏

=
1

2

✓
n+1 1�n
1�n n+1

◆
, (5.1)

which are indeed the inverse of each other. Likewise, the source matrix S
0

applies to an
interface with vacuum on the left and a dielectric ✏ on the right, so we call it S

✏v

and the
opposite for S

1

which we call S
v✏

. The two matrices are related by S
v✏

= �S
✏v

and are
explicitly

S
✏v

=
1� n2

2n2

1 and S
v✏

=
n2 � 1

2n2

1 . (5.2)

Finally, the matrix P
1

advances the phases through the dielectric disk and is generically
called P

✏

= diag(e+i�, e�i�) with � ⌘ �
✏

= �
1

= n!d.
Notice that the regions are labelled from left to right, but the transfer and source

matrices are built up in opposite order. The matrix in the right-most position describes the
left-most interface. The matrices G

✏v

or S
✏v

mean that vacuum is on the left of the dielectric.
Therefore, the total transfer and axion source matrices for a dielectric disk are

T
D

= G
v✏

P
✏

G
✏v

=

 
cos � + i n

2
+1

2n

sin � i n

2�1

2n

sin �

�i n

2�1

2n

sin � cos � � i n

2
+1

2n

sin �

!
, (5.3a)

M
D

= S
v✏

+ G
v✏

P
✏

S
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=
n2 � 1

2n2

 
1� n+1

2

ei� n�1

2

e�i�

n�1

2

ei� 1� n+1

2

e�i�

!
. (5.3b)

Observable quantities are the transmission and reflection coe�cients as well as the boost
amplitude defined in equations (4.13) and (4.15), respectively. Because the disk is perfectly
left-right symmetric, the L and R quantities are the same. The explicit results are

T
D

=
i 2n

i 2n cos � + (n2 + 1) sin �
, (5.4a)

R
D

=
(n2 � 1) sin �

i 2n cos � + (n2 + 1) sin �
, (5.4b)

B
D

=
(n2 � 1) sin(�/2)

n2 sin(�/2) + i n cos(�/2)
. (5.4c)
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Figure 1. Interface between two regions 1 and 2 with equal Be and chosen material properties
µ1 = µ2 = 1, ✏1 = 4 and ✏2 = 1, implying n1 =

p
✏1 = 2 and n2 = 1 so that k1 = 2! and k2 = !. The

EM waves propagating away from both sides of the interface ensure continuity of Hk and Ek, here
implying H�

1 = H�
2 = 1

2 , E
a
1 = E�

1 = � 1
4 , E

a
2 = �1 and E�

2 = 1
2 , where all fields are given in units of

E0 = ga�Bea0.

of parameters n and ✏ which avoids the appearance of many square-root symbols. In most
practical cases, µ ⇡ 1 so that n becomes essentially a notation for

p
✏. For the EM waves,

H
�

is perpendicular to E
�

which itself is collinear with E
a

and thus with B
e

. Therefore,
the continuity of Hk does not involve B

e

and implies3 H�

1

= H�

2

. Because k
1

and k
2

point
in opposite directions, also E�

1

and E�

2

must be oriented in opposite directions as shown in
figure 1. Moreover, the continuity of Ek must involve the axion-induced field E

a

so that at
the interface, which is defined by a jump of E

a

, the total Ek is continuous. Therefore, the
continuity conditions of equation (3.1) imply for the field values at the interface

Continuity of Hk � ✏
1

n
1

E�

1

=
✏
2

n
2

E�

2

, (3.2a)

Continuity of Ek E�

1

+ Ea

1

= E�

2

+ Ea

2

, (3.2b)

where a positive E-field means that it is oriented along B
e

, i.e., in the positive y-direction in
the geometric setup of figure 1. We will usually assume that the axion-photon coupling g

a�

3We put the symbols a and � as subscripts or superscripts depending on typographical convenience.
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Mirror Dielectric  Disks Receiver 

Be 

Figure 1. A layered dielectric haloscope consisting of one mirror and six dielectric disks placed in a
magnetic field Be and one receiver in the B-field-free region. The setup allows for discontinuities in
the axion-induced electric field Ea at the various interfaces between empty space and either mirror
or dielectric disk. To satisfy the usual continuity requirements of the total electric and magnetic
fields in the directions parallel to the interfaces, Ek and Hk, microwaves emerge in the perpendicular
directions away from each interface with a frequency ⌫a ' ma/2⇡ given by the axion mass. These
microwaves propagating from the mirror towards the receiver and from each of the dielectric disks
towards both the mirror and the receiver are illustrated by the horizontal blue arrows. Their power
is to be measured by the receiver. The signal strength depends on the spacings between the dielectric
disks (and their thicknesses) which have to be varied to perform a scan over the axions mass ma.

thicknesses, an axion-dark matter search in the region with m
a

= 4–400µeV was claimed
to be viable a long time ago in an unpublished preprint [19]. There a special cavity design
with embedded dielectric plates was proposed to improve the cavity quality factor by more
than one order of magnitude to Q & 5⇥ 106. The scanning over the frequency range would
be accomplished by varying the spacings between and the thicknesses of the plates and the
width of the cavity in the direction perpendicular to the plates. Two requirements were
expressed for the spacings and plate thicknesses: (i) �/4 spacings between the cavity walls
and the nearest plates with thickness d ' �/(4n) to reduce energy density at the cavity walls
and (ii) �/2 spacings between the other plates with thickness d ' �/(2n) to optimize the
phase coherence of the electric field inside the cavity volume. As a drawback we expect a
significant tuning time of the cavity setup due to the required tuning to the cavity resonance
and again due to the requirements on the plate thicknesses. This will slow down scans over
a broad m

a

range significantly.
Here we propose the “layered dielectric haloscope” as a practically viable generalisation

of the dielectric mirror setups presented in Ref. [18] and as an alternative to the cavity setups
presented in Ref. [19]. This would use a series of (up to N ⇠ 100) dielectric disks each with
m2-scale transverse area and fixed mm-scale thicknesses and precisely adjustable spacings in
a strong (⇠ 10 Tesla) magnetic dipole field, open (no mirror) on one or both ends. Figure 1
shows an illustrative setup with one mirror and six dielectric disks placed in a magnetic
field B

e

and one receiver in the B-field-free region. The horizontal blue arrows illustrate the
propagating microwaves emerging from the mirror towards the receiver and from each of the
dielectric disks towards both the mirror and the receiver and their reflection at the mirror.

With our proposed layered dielectric haloscope approach, the thicknesses of the dielectric
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e

, i.e., in the positive y-direction in
the geometric setup of figure 1. We will usually assume that the axion-photon coupling g

a�

3We put the symbols a and � as subscripts or superscripts depending on typographical convenience.
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For the dielectric layers in realistic experimental situations, we would use materials with
tan � ⌧ 1. Typical values may be of order 10�5 so that with excellent approximation tan � '
�. Assuming a non-permeable material with µ = 1, the refractive index can then be written
as n ' |n|(1 + i�/2).

EM waves are damped in lossy media. For our specific case, it is shown below that all
time variations are driven by the external axion field with frequency ! = m

a

= !
a

= !
�

,
leading to a steady-state situation with no damping as a function of time. Therefore, when
we study propagating plane-wave solutions which are proportional to e�i(!t�k·x) and which
obey the dispersion relation (2.16), it is the wave number k which acquires an imaginary
part and not the frequency. For example, a linearly polarized electric field of a plane wave
propagating in the positive x-direction is proportional to

e�i!(t�nx) = e�Im(n)!x e�i![t�Re(n)x]. (2.20)

For Imn > 0 this wave is exponentially damped as a function of x. In the opposite case, for
example in an inverted medium in the context of laser physics, the wave grows exponentially.

Waves which are exponentially damped as a function of spatial coordinates cannot exist
in a (semi-)infinite medium, i.e., when we discuss plane-wave solutions in a homogeneous
medium, we are having in mind piecewise homogeneous situations with a plane boundary
of the medium. Of course, interfaces between di↵erent media, or between a medium and
empty space, is exactly what we study in our paper. Notice also that a solution of the form
e�i(!t�k·x) does not represent a spatial Fourier mode of the electric-field distribution. Because
k has now an imaginary part commensurate with the complex dispersion relation (2.16), this
plane wave is one component of a Laplace transform.

In the following parts of our paper, all formulas will be consistent with complex dielectric
constants ✏ and with plane waves which are damped along their direction of propagation.
One should remember, however, that the electric and magnetic fields of a propagating EM
wave are not in phase if the wave number k has an imaginary part.

2.5 Dark matter axions

Our case of interest is very special in that the galactic dark matter axions are highly non-
relativistic (v

a

. 10�3). With the small axion mass (2.3a) and the large value of the corre-
sponding de Broglie wavelength

�
a

=
2⇡

m
a

v
a

= 12.4 m

✓
100 µeV

m
a

◆✓
10�3

v
a

◆
, (2.21)

the axion field can be considered to be essentially homogeneous over the relevant laboratory
scales. Therefore, we approximate the axion field as homogeneous (k

a

= 0) leaving the
description of modifications related to a small but non-zero v

a

for future work.
In the zero-velocity limit for axions, the local dark-matter axion field is simply described

by an amplitude a
0

and frequency ! = m
a

in the form

a(t) = a
0

e�imat, (2.22)

where the physical axion field is the real part of this expression. The axion field strength a
0

governs the local axion dark matter density according to

⇢
a

=
m2

a

|a
0

|2
2

= f
DM

300 MeV

cm3

. (2.23)
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decay constant f
a

by m
a

f
a

⇠ m
⇡

f
⇡

and g
a�

⇠ ↵/(2⇡f
a

), where m
⇡

and f
⇡

are respectively
the pion mass and decay constant. A recent detailed study yields the numerical values [21]

m
a

= 5.70(6)(4)µeV

✓
1012GeV

f
a

◆
, (2.3a)

g
a�

= � ↵

2⇡f
a

C
a�

= �2.04(3)⇥ 10�16 GeV�1

✓
m

a

1µeV

◆
C
a�

, (2.3b)

C
a�

=
E
N � 1.92(4) , (2.3c)

where numbers in brackets denote the uncertainty in the last digit. For the axion mass the
first error is from quark mass uncertainties and the second one from higher order corrections.
In expression (2.3c), E is the EM anomaly and N the color anomaly or equivalently domain
wall number. In models where ordinary quarks and leptons do not carry Peccei–Quinn
charges, the axion-photon interaction arises entirely from a-⇡0-⌘ mixing and E/N = 0, the
KSVZ model [22, 23] providing a traditional example. In more general models, E/N is a ratio
of small integers, the DFSZ model [24, 25] with E/N = 8/3 being an often-cited example,
although there exist many other cases [26]. While g

a�

can be either positive or negative via
the model-dependent E/N value, we will see that the detectable power will depend on g2

a�

.
The Euler–Lagrange equations of motion for the axion and photon fields following from

the Lagrangian density (2.1) are

@
µ

Fµ⌫ = J⌫ � g
a�

eFµ⌫@
µ

a , (2.4a)
�
@
µ

@µ +m2

a

�
a = �g

a�

4
F
µ⌫

eFµ⌫ . (2.4b)

The first equation is a modification of the laws of Gauss and Ampère in the presence of
axions, which leads to the extra current J⌫

a

⌘ �g
a�

@
µ

( eFµ⌫a) = �g
a�

eFµ⌫@
µ

a on the rhs of
this equation. The laws of Gauss for magnetism and of Faraday derive from a geometric
property of electrodynamics, the Bianchi identity @

µ

eFµ⌫ = 0, which does not get modified
by including the axion. In terms of electric and magnetic fields, one finds [8, 27]

r ·E = ⇢� g
a�

B ·ra , (2.5a)

r⇥B� Ė = J+ g
a�

(B ȧ�E⇥ra) , (2.5b)

r ·B = 0 , (2.5c)

r⇥E+ Ḃ = 0 , (2.5d)

ä�r2a+m2

a

a = g
a�

E ·B . (2.5e)

While axions do not enter the homogeneous equations, we need the latter to derive the EM
boundary conditions for interfaces such as those considered in section 3 below.

2.2 Macroscopic form of Maxwell’s equations

As discussed in the Introduction, dielectric materials will be essential for the proposed new
axion dark matter haloscope. Accordingly, we now reformulate these equations in terms of
macroscopic fields to account for the EM response of the background medium.

The form of the homogeneous equations (2.5c) and (2.5d) does not change. Nevertheless,
the fields E and B are here and henceforth understood to be the macroscopic ones obtained
from the microscopic ones by macroscopic smoothing. This applies, in particular, to the rhs
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empty space, is exactly what we study in our paper. Notice also that a solution of the form
e�i(!t�k·x) does not represent a spatial Fourier mode of the electric-field distribution. Because
k has now an imaginary part commensurate with the complex dispersion relation (2.16), this
plane wave is one component of a Laplace transform.

In the following parts of our paper, all formulas will be consistent with complex dielectric
constants ✏ and with plane waves which are damped along their direction of propagation.
One should remember, however, that the electric and magnetic fields of a propagating EM
wave are not in phase if the wave number k has an imaginary part.

2.5 Dark matter axions
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the axion field can be considered to be essentially homogeneous over the relevant laboratory
scales. Therefore, we approximate the axion field as homogeneous (k

a

= 0) leaving the
description of modifications related to a small but non-zero v

a

for future work.
In the zero-velocity limit for axions, the local dark-matter axion field is simply described

by an amplitude a
0

and frequency ! = m
a

in the form

a(t) = a
0

e�imat, (2.22)

where the physical axion field is the real part of this expression. The axion field strength a
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governs the local axion dark matter density according to

⇢
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|2
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Here we have introduced f
DM

as a fudge factor to express the uncertainty in the local dark-
matter density3 as well as the uncertainty of the dark-matter fraction consisting of axions
relative to possible other forms of dark matter or relative to the fraction gravitationally
bound in axion mini clusters.

For k
a

= 0, the homogeneous axion-induced electric field can be read directly from
equation (2.15b):

E
a

(t) = �g
a�

B
e

✏
a(t) . (2.24)

Thus, to linear order in g
a�

, the axion-induced electric field E
a

(t) oscillates with frequency
! = m

a

and is the real part of

E
a

(t) = �E
0

✏
e�imat , (2.25)

where we have introduced the definition

E
0

⌘ g
a�

B
e

a
0

. (2.26)

Notice that all e↵ects driven by the axion field vary with frequency ! = m
a

, but they do not
need to be in phase. In lossy media, where the dielectric permittivity ✏ has a non-vanishing
imaginary part, E

a

(t) and a(t) are out of phase by a shift corresponding to the loss tangent
defined in equation (2.19).

In most of our paper we will use E
0

= |E
0

| = g
a�

B
e

|a
0

| with B
e

= |B
e

| as a scale for
all axion-induced EM fields. With the axion-photon coupling (2.3b) and (2.23), we find

E
0

= 1.3⇥ 10�12 V/m
B

e

10 T
C
a�

f1/2

DM

. (2.27)

This result is independent of the axion mass because |a
0

| / ⇢1/2
a

/m
a

whereas g
a�

/ m
a

.
For comparison we mention that the energy density associated with the external mag-

netic field is 1

2

B2

e

= 2.5 ⇥ 1014 MeV/cm3 (B
e

/10 T)2, i.e., around 12 orders of magnitude
larger than the local dark matter energy density. On the other hand, the energy density as-
sociated with the axion-induced electric field 1

2

E2

a

= 1

2

E2

0

/|✏|2 is found to be some 31 orders
of magnitudes (or more depending on ✏) smaller than ⇢

a

.
Corrections which arise from the slow axion motions with v

a

⇠ 10�3 will be negligible
in our context. For example, the magnetic field H

a

associated with the axion field is smaller
than E

a

by an approximate factor v
a

. Indeed, v
a

= 0 and thus k
a

= 0 requires B
a

= 0
to satisfy the homogeneous Maxwell equation (2.15d). At this level of approximation, the
impact of the axion field derives entirely from equation (2.24). The experimental challenge
is to measure this extremely small electric field which oscillates with the frequency m

a

.

3 Axion-induced electromagnetic radiation at an interface

After setting up a static magnetic field B
e

in the laboratory, we can measure an electric field
E

a

(t) given by equation (2.24) which is driven by the nonrelativistic dark-matter axion field
and oscillates with the frequency ! = m

a

corresponding to the axion mass. In practice, to

3The local dark matter density has been estimated by various authors using di↵erent data and assumptions
[31–37]. The value 300 MeV cm�3 is considered to be the canonical one, which the particle data group [3]
quotes to come with an uncertainty of a factor of 2-3. In the axion literature, 400 MeV cm�3 is frequently
used, which is compatible, e.g., with the findings of the often-cited Ref. [31].
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[31–37]. The value 300 MeV cm�3 is considered to be the canonical one, which the particle data group [3]
quotes to come with an uncertainty of a factor of 2-3. In the axion literature, 400 MeV cm�3 is frequently
used, which is compatible, e.g., with the findings of the often-cited Ref. [31].
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Here we have introduced f
DM

as a fudge factor to express the uncertainty in the local dark-
matter density3 as well as the uncertainty of the dark-matter fraction consisting of axions
relative to possible other forms of dark matter or relative to the fraction gravitationally
bound in axion mini clusters.

For k
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, the axion-induced electric field E
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Notice that all e↵ects driven by the axion field vary with frequency ! = m
a

, but they do not
need to be in phase. In lossy media, where the dielectric permittivity ✏ has a non-vanishing
imaginary part, E

a

(t) and a(t) are out of phase by a shift corresponding to the loss tangent
defined in equation (2.19).

In most of our paper we will use E
0

= |E
0

| = g
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B
e

|a
0

| with B
e

= |B
e

| as a scale for
all axion-induced EM fields. With the axion-photon coupling (2.3b) and (2.23), we find
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This result is independent of the axion mass because |a
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.
For comparison we mention that the energy density associated with the external mag-

netic field is 1
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= 2.5 ⇥ 1014 MeV/cm3 (B
e

/10 T)2, i.e., around 12 orders of magnitude
larger than the local dark matter energy density. On the other hand, the energy density as-
sociated with the axion-induced electric field 1
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/|✏|2 is found to be some 31 orders
of magnitudes (or more depending on ✏) smaller than ⇢

a

.
Corrections which arise from the slow axion motions with v
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⇠ 10�3 will be negligible
in our context. For example, the magnetic field H

a

associated with the axion field is smaller
than E

a

by an approximate factor v
a

. Indeed, v
a

= 0 and thus k
a

= 0 requires B
a

= 0
to satisfy the homogeneous Maxwell equation (2.15d). At this level of approximation, the
impact of the axion field derives entirely from equation (2.24). The experimental challenge
is to measure this extremely small electric field which oscillates with the frequency m

a

.
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• Continuity requirements

The axion-induced electric field and the electric and magnetic fields associated with
these propagating waves are all parallel to the interface. The usual continuity requirements
at an interface between di↵erent media are [15]

Ek,1 = Ek,2 and Hk,1 = Hk,2 , (3.1)

where the first condition follows from Faraday’s law (2.5d), which remains unchanged by
axions. The second condition follows from Ampère’s law (2.5b) in the usual way because the
presence of axions amounts to an external current density, but no surface current that would
produce a jump in Hk.

One consequence of these boundary conditions is that B
e

, assumed to be parallel to the
interface, must jump if the static (DC) permeability µ

DC

is di↵erent between the two media.
Recall that in our equations, usually the symbols µ and ✏ represent the material properties
at angular frequency ! = m

a

, not the DC quantities, although in practice, the frequency
dependence may be small. In our conceptual discussion here we will mostly ignore a possible
B

e

discontinuity at the interface caused by a jump of µ
DC

because we are primarily concerned
with such dielectric media that have only a small magnetic response. This issue is one of
many small e↵ects to be studied in a realistic experimental design.

Turning to propagating waves, equation (2.15b) without the source term on the rhs and
usingH = B/µ implies the usual condition k⇥H

�

+!✏E
�

= 0, where the subscript � indicates
that these are the fields of a propagating wave. With the wave number satisfying k = n!
(refractive index n) one finds H

�

= ±(✏/n)E
�

. Notice that n =
p
✏µ so that ✏/n =

p
✏/µ.

However, because the medium is described by two material constants µ and ✏ we prefer to
use instead the pair of parameters n and ✏ which avoids the appearance of many square-root
symbols. In most practical cases, µ ⇡ 1 so that n becomes essentially a notation for

p
✏. For

the EM waves, H
�

is perpendicular to E
�

which itself is collinear with E
a

and thus with B
e

.
Therefore, the continuity of Hk does not involve B

e

and implies4 H�

1

= H�

2

. Because k
1

and
k
2

point in opposite directions, also E�

1

and E�

2

must be oriented in opposite directions as
shown in figure 2. Moreover, the continuity of Ek must involve the axion-induced field E

a

so
that at the interface, which is defined by a jump of E

a

, the total Ek is continuous. Therefore,
the continuity conditions of equation (3.1) imply for the field values at the interface

Continuity of Hk � ✏
1

n
1

E�

1

=
✏
2

n
2

E�

2

, (3.2a)

Continuity of Ek E�

1

+ Ea

1

= E�

2

+ Ea

2

, (3.2b)

where a positive E-field means that it is oriented along B
e

, i.e., in the positive y-direction
in the geometric setup of figure 2. For example, considering an axion model with E/N & 2
(such as the DFSZ case with E/N = 8/3), the axion-photon coupling g

a�

is positive, meaning
with equation (2.24) that E

a

is negative. Overall we find

E�

1

= +(Ea

2
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)
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4We put the symbols a and � as subscripts or superscripts depending on typographical convenience.
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• wave number
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the pion mass and decay constant. A recent detailed study yields the numerical values [21]
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where numbers in brackets denote the uncertainty in the last digit. For the axion mass the
first error is from quark mass uncertainties and the second one from higher order corrections.
In expression (2.3c), E is the EM anomaly and N the color anomaly or equivalently domain
wall number. In models where ordinary quarks and leptons do not carry Peccei–Quinn
charges, the axion-photon interaction arises entirely from a-⇡0-⌘ mixing and E/N = 0, the
KSVZ model [22, 23] providing a traditional example. In more general models, E/N is a ratio
of small integers, the DFSZ model [24, 25] with E/N = 8/3 being an often-cited example,
although there exist many other cases [26]. While g

a�

can be either positive or negative via
the model-dependent E/N value, we will see that the detectable power will depend on g2

a�

.
The Euler–Lagrange equations of motion for the axion and photon fields following from

the Lagrangian density (2.1) are
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The first equation is a modification of the laws of Gauss and Ampère in the presence of
axions, which leads to the extra current J⌫
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µ

( eFµ⌫a) = �g
a�

eFµ⌫@
µ

a on the rhs of
this equation. The laws of Gauss for magnetism and of Faraday derive from a geometric
property of electrodynamics, the Bianchi identity @

µ

eFµ⌫ = 0, which does not get modified
by including the axion. In terms of electric and magnetic fields, one finds [8, 27]

r ·E = ⇢� g
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B ·ra , (2.5a)

r⇥B� Ė = J+ g
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r ·B = 0 , (2.5c)

r⇥E+ Ḃ = 0 , (2.5d)

ä�r2a+m2
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E ·B . (2.5e)

While axions do not enter the homogeneous equations, we need the latter to derive the EM
boundary conditions for interfaces such as those considered in section 3 below.

2.2 Macroscopic form of Maxwell’s equations

As discussed in the Introduction, dielectric materials will be essential for the proposed new
axion dark matter haloscope. Accordingly, we now reformulate these equations in terms of
macroscopic fields to account for the EM response of the background medium.

The form of the homogeneous equations (2.5c) and (2.5d) does not change. Nevertheless,
the fields E and B are here and henceforth understood to be the macroscopic ones obtained
from the microscopic ones by macroscopic smoothing. This applies, in particular, to the rhs
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Figure 1. Interface between two regions 1 and 2 with equal Be and chosen material properties
µ1 = µ2 = 1, ✏1 = 4 and ✏2 = 1, implying n1 =

p
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of parameters n and ✏ which avoids the appearance of many square-root symbols. In most
practical cases, µ ⇡ 1 so that n becomes essentially a notation for
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✏. For the EM waves,
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and thus with B
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figure 1. Moreover, the continuity of Ek must involve the axion-induced field E
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the interface, which is defined by a jump of E
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, the total Ek is continuous. Therefore, the
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where a positive E-field means that it is oriented along B
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, i.e., in the positive y-direction in
the geometric setup of figure 1. We will usually assume that the axion-photon coupling g
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• propagating EM waves

Here we have introduced f
DM

as a fudge factor to express the uncertainty in the local dark-
matter density3 as well as the uncertainty of the dark-matter fraction consisting of axions
relative to possible other forms of dark matter or relative to the fraction gravitationally
bound in axion mini clusters.

For k
a

= 0, the homogeneous axion-induced electric field can be read directly from
equation (2.15b):

E
a

(t) = �g
a�

B
e

✏
a(t) . (2.24)

Thus, to linear order in g
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, the axion-induced electric field E
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(t) oscillates with frequency
! = m

a
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where we have introduced the definition
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. (2.26)

Notice that all e↵ects driven by the axion field vary with frequency ! = m
a

, but they do not
need to be in phase. In lossy media, where the dielectric permittivity ✏ has a non-vanishing
imaginary part, E
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(t) and a(t) are out of phase by a shift corresponding to the loss tangent
defined in equation (2.19).

In most of our paper we will use E
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| as a scale for
all axion-induced EM fields. With the axion-photon coupling (2.3b) and (2.23), we find
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This result is independent of the axion mass because |a
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For comparison we mention that the energy density associated with the external mag-

netic field is 1

2

B2

e

= 2.5 ⇥ 1014 MeV/cm3 (B
e

/10 T)2, i.e., around 12 orders of magnitude
larger than the local dark matter energy density. On the other hand, the energy density as-
sociated with the axion-induced electric field 1

2

E2

a

= 1

2

E2

0

/|✏|2 is found to be some 31 orders
of magnitudes (or more depending on ✏) smaller than ⇢

a

.
Corrections which arise from the slow axion motions with v

a

⇠ 10�3 will be negligible
in our context. For example, the magnetic field H

a

associated with the axion field is smaller
than E

a

by an approximate factor v
a

. Indeed, v
a

= 0 and thus k
a

= 0 requires B
a

= 0
to satisfy the homogeneous Maxwell equation (2.15d). At this level of approximation, the
impact of the axion field derives entirely from equation (2.24). The experimental challenge
is to measure this extremely small electric field which oscillates with the frequency m

a

.

3 Axion-induced electromagnetic radiation at an interface

After setting up a static magnetic field B
e

in the laboratory, we can measure an electric field
E

a

(t) given by equation (2.24) which is driven by the nonrelativistic dark-matter axion field
and oscillates with the frequency ! = m

a

corresponding to the axion mass. In practice, to

3The local dark matter density has been estimated by various authors using di↵erent data and assumptions
[31–37]. The value 300 MeV cm�3 is considered to be the canonical one, which the particle data group [3]
quotes to come with an uncertainty of a factor of 2-3. In the axion literature, 400 MeV cm�3 is frequently
used, which is compatible, e.g., with the findings of the often-cited Ref. [31].
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a�
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a
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! = m

a
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E
a

(t) = �E
0

✏
e�imat , (2.25)

where we have introduced the definition

E
0

⌘ g
a�

B
e

a
0

. (2.26)
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decay constant f
a

by m
a

f
a

⇠ m
⇡

f
⇡

and g
a�

⇠ ↵/(2⇡f
a

), where m
⇡

and f
⇡

are respectively
the pion mass and decay constant. A recent detailed study yields the numerical values [21]

m
a

= 5.70(6)(4)µeV

✓
1012GeV

f
a

◆
, (2.3a)

g
a�

= � ↵

2⇡f
a

C
a�

= �2.04(3)⇥ 10�16 GeV�1

✓
m

a

1µeV

◆
C
a�

, (2.3b)

C
a�

=
E
N � 1.92(4) , (2.3c)

where numbers in brackets denote the uncertainty in the last digit. For the axion mass the
first error is from quark mass uncertainties and the second one from higher order corrections.
In expression (2.3c), E is the EM anomaly and N the color anomaly or equivalently domain
wall number. In models where ordinary quarks and leptons do not carry Peccei–Quinn
charges, the axion-photon interaction arises entirely from a-⇡0-⌘ mixing and E/N = 0, the
KSVZ model [22, 23] providing a traditional example. In more general models, E/N is a ratio
of small integers, the DFSZ model [24, 25] with E/N = 8/3 being an often-cited example,
although there exist many other cases [26]. While g

a�

can be either positive or negative via
the model-dependent E/N value, we will see that the detectable power will depend on g2

a�

.
The Euler–Lagrange equations of motion for the axion and photon fields following from

the Lagrangian density (2.1) are

@
µ

Fµ⌫ = J⌫ � g
a�

eFµ⌫@
µ

a , (2.4a)
�
@
µ

@µ +m2

a

�
a = �g

a�

4
F
µ⌫

eFµ⌫ . (2.4b)

The first equation is a modification of the laws of Gauss and Ampère in the presence of
axions, which leads to the extra current J⌫

a

⌘ �g
a�

@
µ

( eFµ⌫a) = �g
a�

eFµ⌫@
µ

a on the rhs of
this equation. The laws of Gauss for magnetism and of Faraday derive from a geometric
property of electrodynamics, the Bianchi identity @

µ

eFµ⌫ = 0, which does not get modified
by including the axion. In terms of electric and magnetic fields, one finds [8, 27]

r ·E = ⇢� g
a�

B ·ra , (2.5a)

r⇥B� Ė = J+ g
a�

(B ȧ�E⇥ra) , (2.5b)

r ·B = 0 , (2.5c)

r⇥E+ Ḃ = 0 , (2.5d)

ä�r2a+m2

a

a = g
a�

E ·B . (2.5e)

While axions do not enter the homogeneous equations, we need the latter to derive the EM
boundary conditions for interfaces such as those considered in section 3 below.

2.2 Macroscopic form of Maxwell’s equations

As discussed in the Introduction, dielectric materials will be essential for the proposed new
axion dark matter haloscope. Accordingly, we now reformulate these equations in terms of
macroscopic fields to account for the EM response of the background medium.

The form of the homogeneous equations (2.5c) and (2.5d) does not change. Nevertheless,
the fields E and B are here and henceforth understood to be the macroscopic ones obtained
from the microscopic ones by macroscopic smoothing. This applies, in particular, to the rhs
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• axion induced E field

where the direction of the H fields is orthogonal to B
e

and parallel to the interface as shown
in figure 2, i.e., defining the z-direction.

In the lossless limit in which n
1

and n
2

are real, these values can be taken as real numbers
because in this case all E and H fields at the interface are in phase. As a function of time t
and distance x from the interface, the physical axion-induced electric and propagating electric
and magnetic fields are respectively the real parts of the expressions

Ea

1,2

e�i!t , E�

1,2

e�i(!t�k1,2x) , and H�

1,2

e�i(!t�k1,2x) , (3.4)

where ! = m
a

, k
1

= �n
1

! (wave moving in the negative x-direction), and k
2

= +n
2

! (wave
moving in the positive x-direction).

If the media are lossy, the refractive indices n
1

and n
2

are complex numbers with
Im(n

1,2

) > 0 and the fields at the interface are not in phase. In particular, the axion-
induced fields E

a

(t) on both sides of the interface are no longer in phase with each other
or with the driving galactic dark-matter axion field a(t). In this case, E

a

(t) jumps at the
interface even if |n

1

| = |n
2

|, but if the media have di↵erent loss tangents (2.19). One can
convince oneself that all derivations and results of this section remain unchanged if ✏

1,2

and
n
1,2

are complex numbers. In particular, the axion-induced electric fields Ea

1,2

(t) remain
homogeneous in the two half-spaces separated by the interface, whereas the amplitudes of
the propagating EM waves decrease in proportion to e�Im(n1,2)!|x| as a function of distance
|x| from the interface.

3.2 Simple examples

Let us now consider three simple examples. For each we will provide the explicit expressions
of Ea

1,2

, E�

1,2

, and H�

1,2

at the interface. The corresponding fields away from the interface and
as a function of time are given by (3.4) and used to determine the energy flux density.

• Sudden change of external magnetic field

As a first simple example we consider a magnetic field region which ends abruptly at the
interface so that B

e

= 0 in region 2. Of course, such a situation is not strictly possible
and we simply assume that B

e

falls o↵ very quickly, i.e., on a scale much faster than the
wavelength of the produced EM waves. The medium itself is taken to be vacuum everywhere
so that ✏

1

= ✏
2

= n
1

= n
2

= 1. Moreover, as a scale for all fields we use E
0

= g
a�

B
e

a
0

as previously defined in equation (2.26). If the B
e

direction is taken to define the electric
field direction, the y-direction in figure 2, the axion-induced electric field in a medium with
dielectric permittivity ✏ is

E
a

= �E
0

✏
. (3.5)

In our example this means Ea

1

= �E
0

and Ea

2

= 0 so that

E�

1

= +1

2

E
0

, E�

2

= �1

2

E
0

, and H�

1,2

= �1

2

E
0

. (3.6)

The propagating waves both have half the electric field strength of the homogeneous axion-
induced field-strength in the magnetic field region.
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• physical fields (t, x) - real parts of the following expressions

Single Interface & Dark Matter Axions 
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Figure 1. Interface between two regions 1 and 2 with equal Be and chosen material properties
µ1 = µ2 = 1, ✏1 = 4 and ✏2 = 1, implying n1 =

p
✏1 = 2 and n2 = 1 so that k1 = 2! and k2 = !. The

EM waves propagating away from both sides of the interface ensure continuity of Hk and Ek, here
implying H�

1 = H�
2 = 1

2 , E
a
1 = E�

1 = � 1
4 , E

a
2 = �1 and E�

2 = 1
2 , where all fields are given in units of

E0 = ga�Bea0.

of parameters n and ✏ which avoids the appearance of many square-root symbols. In most
practical cases, µ ⇡ 1 so that n becomes essentially a notation for

p
✏. For the EM waves,

H
�

is perpendicular to E
�

which itself is collinear with E
a

and thus with B
e

. Therefore,
the continuity of Hk does not involve B

e

and implies3 H�

1

= H�

2

. Because k
1

and k
2

point
in opposite directions, also E�

1

and E�

2

must be oriented in opposite directions as shown in
figure 1. Moreover, the continuity of Ek must involve the axion-induced field E

a

so that at
the interface, which is defined by a jump of E

a

, the total Ek is continuous. Therefore, the
continuity conditions of equation (3.1) imply for the field values at the interface

Continuity of Hk � ✏
1

n
1

E�

1

=
✏
2

n
2

E�

2

, (3.2a)

Continuity of Ek E�

1

+ Ea

1

= E�

2

+ Ea

2

, (3.2b)

where a positive E-field means that it is oriented along B
e

, i.e., in the positive y-direction in
the geometric setup of figure 1. We will usually assume that the axion-photon coupling g

a�

3We put the symbols a and � as subscripts or superscripts depending on typographical convenience.
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• propagating EM waves

• axion induced E field
Perfect Mirror & Dark Matter Axions 

• Dielectric interface

Our main example, however, is a dielectric interface between two media with ✏
1

and ✏
2

. We
assume negligible magnetic responses at our frequencies, i.e., µ

1

= µ
2

= 1 so that ✏
1

= n2

1

and ✏
2

= n2

2

and we express the material properties in terms of the refractive indices. B
e

is taken to be homogeneous without jumping at the interface. The E
a

-field discontinuity is
Ea

2

� Ea

1

= �(✏�1

2

� ✏�1

1

)E
0

and the interface-values of the wave electric fields are

E�

1

= �E
0

n
1

✓
1

n
2

� 1

n
1

◆
and E�

2

= +
E

0

n
2

✓
1

n
2

� 1

n
1

◆
, (3.7)

whereas

H�

1,2

= E
0

✓
1

n
2

� 1

n
1

◆
(3.8)

is the magnetic field associated with both waves. Notice that the positive H direction is the
z-direction in the convention of figure 2.

The energy flux density (energy transfer per unit area and per unit time or equivalently
power per unit area) of an EM field configuration is given by Poynting’s theorem as

S = E⇥H . (3.9)

If these vectors are complex Fourier components, we must use the real parts of E and of H
to obtain the physical energy flux. When considering S in lossless media, the cycle average
introduces a factor 1/2 so that our two waves carry the cycle-averaged power per unit surface

S̄�

i

= ⌥E2

0

2n
i

✓
1

n
2

� 1

n
1

◆
2

, (3.10)

for i = 1 (upper sign) or 2 (lower sign). A positive sign means energy flowing in the positive
x-direction, i.e., the energy flows away in opposite directions from the interface. In absolute
terms, the medium with the smaller refractive index carries the larger energy in produced
EM waves.

• Perfect mirror

As an extreme case, we may assume that medium 2 is vacuum (n
2

= 1) whereas medium 1
has a huge dielectric constant so that |n

1

| ! 1. In this case E�

1

= 0 (and H�

1,2

= 0), whereas
the wave emitted into vacuum is E�

2

= E
0

. Notice that Ea

2

= �E
0

, so the electric field of the
wave simply has to cancel the ambient axion-induced field such that the total electric field
vanishes at the mirror surface.

A mirror could be a purely dielectric medium with a very large real value of ✏, but in
practice more realistically is a metallic surface with a large real-valued conductivity � ! 1
so that ✏ ⇠ 1+ i�/!; cf. (2.14). Put another way, the value of the mirror’s loss tangent does
not a↵ect the production of axion-induced EM waves from its surface; in our context the
only defining property of a perfect mirror is |n

1

| ! 1.

3.3 Energy flux

In our example for a dielectric interface, we have stated the power per unit area carried by
the produced EM waves based on the Poynting vector S which we applied to the propagating
solution alone. The result is somewhat paradoxical because power seems to pour from the
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EM waves.

• Perfect mirror

As an extreme case, we may assume that medium 2 is vacuum (n
2

= 1) whereas medium 1
has a huge dielectric constant so that |n

1

| ! 1. In this case E�

1

= 0 (and H�

1,2

= 0), whereas
the wave emitted into vacuum is E�

2

= E
0

. Notice that Ea

2

= �E
0

, so the electric field of the
wave simply has to cancel the ambient axion-induced field such that the total electric field
vanishes at the mirror surface.

A mirror could be a purely dielectric medium with a very large real value of ✏, but in
practice more realistically is a metallic surface with a large real-valued conductivity � ! 1
so that ✏ ⇠ 1+ i�/!; cf. (2.14). Put another way, the value of the mirror’s loss tangent does
not a↵ect the production of axion-induced EM waves from its surface; in our context the
only defining property of a perfect mirror is |n

1

| ! 1.

3.3 Energy flux

In our example for a dielectric interface, we have stated the power per unit area carried by
the produced EM waves based on the Poynting vector S which we applied to the propagating
solution alone. The result is somewhat paradoxical because power seems to pour from the
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• Dielectric interface
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and ✏
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. We
assume negligible magnetic responses at our frequencies, i.e., µ
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is the magnetic field associated with both waves. Notice that the positive H direction is the
z-direction in the convention of figure 2.

The energy flux density (energy transfer per unit area and per unit time or equivalently
power per unit area) of an EM field configuration is given by Poynting’s theorem as

S = E⇥H . (3.9)

If these vectors are complex Fourier components, we must use the real parts of E and of H
to obtain the physical energy flux. When considering S in lossless media, the cycle average
introduces a factor 1/2 so that our two waves carry the cycle-averaged power per unit surface
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Here we have introduced f
DM

as a fudge factor to express the uncertainty in the local dark-
matter density3 as well as the uncertainty of the dark-matter fraction consisting of axions
relative to possible other forms of dark matter or relative to the fraction gravitationally
bound in axion mini clusters.

For k
a

= 0, the homogeneous axion-induced electric field can be read directly from
equation (2.15b):

E
a

(t) = �g
a�

B
e

✏
a(t) . (2.24)

Thus, to linear order in g
a�

, the axion-induced electric field E
a

(t) oscillates with frequency
! = m

a

and is the real part of

E
a

(t) = �E
0

✏
e�imat , (2.25)

where we have introduced the definition

E
0

⌘ g
a�

B
e

a
0

. (2.26)

Notice that all e↵ects driven by the axion field vary with frequency ! = m
a

, but they do not
need to be in phase. In lossy media, where the dielectric permittivity ✏ has a non-vanishing
imaginary part, E

a

(t) and a(t) are out of phase by a shift corresponding to the loss tangent
defined in equation (2.19).

In most of our paper we will use E
0

= |E
0

| = g
a�

B
e

|a
0

| with B
e

= |B
e

| as a scale for
all axion-induced EM fields. With the axion-photon coupling (2.3b) and (2.23), we find

E
0

= 1.3⇥ 10�12 V/m
B

e

10 T
C
a�

f1/2

DM

. (2.27)

This result is independent of the axion mass because |a
0

| / ⇢1/2
a

/m
a

whereas g
a�

/ m
a

.
For comparison we mention that the energy density associated with the external mag-

netic field is 1

2

B2

e

= 2.5 ⇥ 1014 MeV/cm3 (B
e

/10 T)2, i.e., around 12 orders of magnitude
larger than the local dark matter energy density. On the other hand, the energy density as-
sociated with the axion-induced electric field 1

2

E2

a

= 1

2

E2

0

/|✏|2 is found to be some 31 orders
of magnitudes (or more depending on ✏) smaller than ⇢

a

.
Corrections which arise from the slow axion motions with v

a

⇠ 10�3 will be negligible
in our context. For example, the magnetic field H

a

associated with the axion field is smaller
than E

a

by an approximate factor v
a

. Indeed, v
a

= 0 and thus k
a

= 0 requires B
a

= 0
to satisfy the homogeneous Maxwell equation (2.15d). At this level of approximation, the
impact of the axion field derives entirely from equation (2.24). The experimental challenge
is to measure this extremely small electric field which oscillates with the frequency m

a

.

3 Axion-induced electromagnetic radiation at an interface

After setting up a static magnetic field B
e

in the laboratory, we can measure an electric field
E

a

(t) given by equation (2.24) which is driven by the nonrelativistic dark-matter axion field
and oscillates with the frequency ! = m

a

corresponding to the axion mass. In practice, to

3The local dark matter density has been estimated by various authors using di↵erent data and assumptions
[31–37]. The value 300 MeV cm�3 is considered to be the canonical one, which the particle data group [3]
quotes to come with an uncertainty of a factor of 2-3. In the axion literature, 400 MeV cm�3 is frequently
used, which is compatible, e.g., with the findings of the often-cited Ref. [31].
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decay constant f
a

by m
a

f
a

⇠ m
⇡

f
⇡

and g
a�

⇠ ↵/(2⇡f
a

), where m
⇡

and f
⇡

are respectively
the pion mass and decay constant. A recent detailed study yields the numerical values [21]

m
a

= 5.70(6)(4)µeV

✓
1012GeV

f
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◆
, (2.3a)
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= �2.04(3)⇥ 10�16 GeV�1

✓
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1µeV

◆
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, (2.3b)

C
a�

=
E
N � 1.92(4) , (2.3c)

where numbers in brackets denote the uncertainty in the last digit. For the axion mass the
first error is from quark mass uncertainties and the second one from higher order corrections.
In expression (2.3c), E is the EM anomaly and N the color anomaly or equivalently domain
wall number. In models where ordinary quarks and leptons do not carry Peccei–Quinn
charges, the axion-photon interaction arises entirely from a-⇡0-⌘ mixing and E/N = 0, the
KSVZ model [22, 23] providing a traditional example. In more general models, E/N is a ratio
of small integers, the DFSZ model [24, 25] with E/N = 8/3 being an often-cited example,
although there exist many other cases [26]. While g

a�

can be either positive or negative via
the model-dependent E/N value, we will see that the detectable power will depend on g2

a�

.
The Euler–Lagrange equations of motion for the axion and photon fields following from

the Lagrangian density (2.1) are

@
µ

Fµ⌫ = J⌫ � g
a�

eFµ⌫@
µ

a , (2.4a)
�
@
µ

@µ +m2

a

�
a = �g

a�

4
F
µ⌫

eFµ⌫ . (2.4b)

The first equation is a modification of the laws of Gauss and Ampère in the presence of
axions, which leads to the extra current J⌫

a

⌘ �g
a�

@
µ

( eFµ⌫a) = �g
a�

eFµ⌫@
µ

a on the rhs of
this equation. The laws of Gauss for magnetism and of Faraday derive from a geometric
property of electrodynamics, the Bianchi identity @

µ

eFµ⌫ = 0, which does not get modified
by including the axion. In terms of electric and magnetic fields, one finds [8, 27]

r ·E = ⇢� g
a�

B ·ra , (2.5a)

r⇥B� Ė = J+ g
a�

(B ȧ�E⇥ra) , (2.5b)

r ·B = 0 , (2.5c)

r⇥E+ Ḃ = 0 , (2.5d)

ä�r2a+m2

a

a = g
a�

E ·B . (2.5e)

While axions do not enter the homogeneous equations, we need the latter to derive the EM
boundary conditions for interfaces such as those considered in section 3 below.

2.2 Macroscopic form of Maxwell’s equations

As discussed in the Introduction, dielectric materials will be essential for the proposed new
axion dark matter haloscope. Accordingly, we now reformulate these equations in terms of
macroscopic fields to account for the EM response of the background medium.

The form of the homogeneous equations (2.5c) and (2.5d) does not change. Nevertheless,
the fields E and B are here and henceforth understood to be the macroscopic ones obtained
from the microscopic ones by macroscopic smoothing. This applies, in particular, to the rhs
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Figure 3. Energy flux density (cycle-averaged value of Poynting vector) in the x-direction (3.12) in
units of E2

0/2 for the setup of figure 2 with region 1 (region 2) at negative (positive) distance values,
except that here we use n1 = 2, 4, and 20 (blue, orange, and green), always keeping n2 = 1.

the interference term disappears and we are left with an energy flux carried by the propagating
EM wave alone. The purpose of the “layered dielectric haloscope” to be discussed in the next
section is, of course, to boost E

�

to much larger values by multiple dielectric surfaces. In
this case the interference term with E

a

is small and we can think of the produced EM wave
independently from E

a

in any practically relevant sense.
However, this exercise shows that the EM power transferred from the oscillating axion

field to a propagating EM wave does not pour from the interface into space in both directions.
Rather, it is transferred within the magnetized volume in a spread-out region, commensurate
with the picture that neither the axion nor the propagating EM wave can be exactly localized.

3.4 Detection

To get a first grasp of the detection requirements we consider the EM radiation emitted by
a perfect mirror (n

1

! 1) into vacuum (n
2

= 1). From equation (3.10) we find for the
cycle-averaged energy flux density (power per unit surface) in the x-direction
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The corresponding photon flux
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is extremely tiny.
To illustrate the detection challenge we recall that virialised galactic axions have a

velocity dispersion of around v
a

⇠ 10�3. The kinetic energy of a nonrelativistic axion is
m

a

v2
a

/2 so that these axions have an energy spread around !
a

= m
a

of �!
a

⇠ m
a

v2
a

/2 ⇠
10�6m

a

, corresponding to a signal bandwidth given by the frequency range �⌫
a

= �!
a

/2⇡.
If the power in this frequency band is detected with a linear amplifier with system noise
T
sys

, the Gaussian noise power fluctuations after a measurement time �t have a standard
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Power Boost Factor β2

80 discs

Enhancement of 104-105 w.r.t. Magnetized Mirror

calculated with a 
generalized transfer 
matrix formalism

• power per unit area A in the positive x-direction

2

ionic Compton wavelength1 �a = 2⇡/ma, the volume
decreases rapidly with ma. While there are plans to cou-
ple multiple high-quality cavities, use open resonators, or
compensate with extremely high magnetic fields and/or
new detectors, these techniques may not prove practical
for large ma [15, 22–24].

A radical approach to increase the volume is to use a
dish antenna inside a B-field to convert axion DM into
electromagnetic (EM) radiation [25]. The resonant en-
hancement of the axion-photon conversion is given up in
favour of a large transverse area A � �

2

a.
In our dielectric haloscope each disk acts as a flat dish

antenna, emitting EM waves. As our dielectrics are par-
tially transparent, the waves emitted by each disk are
reflected by and transmitted through the other disks be-
fore exiting. With suitable disk placement, these waves
add coherently to enhance the emitted power. While the
use of �a/2 dielectric layers has been already proposed in
the dish antenna [26] and cavity haloscope concepts [23],
our disks do not have to be �a/2-thick because the co-
herence of the emitted waves can be controlled by the
disk separations. This allows scans over a band of ma

without needing to use disks with di↵erent thicknesses
for each measurement.

AXION INDUCED E-FIELD

The axion-photon interaction is described by

L
int

= � ↵

2⇡
Ca�E ·B ✓, (1)

where E and B are electric and magnetic fields, ✓ =
✓(xµ) = a(xµ)/fa represents the axion field, and Ca� =
E/N � 1.92, where E and N are the EM and colour
anomalies of the PQ symmetry [2], respectively. We are
interested in galactic DM axions, which are in a highly
occupied state and very non-relativistic (va . 10�3).
Thus we treat ✓ as a classical field and take the zero-
velocity limit, making it homogeneous ✓(t) = ✓

0

cos(mat)
and approximately monochromatic. Homogeneity holds
as the typical de Broglie wavelength, 2⇡/mava & 12.4m
for ma = 100µeV, is larger than the dimensions of our
dielectric haloscope, a cubic meter. The axion mass
ma = 57.0µeV

�
1011 GeV/fa

�
[27] is related to the axion

decay constant fa which we will treat as a free parameter.
The interaction (1) enters as a current in the Ampère-

Maxwell equation,

r⇥B� ✏Ė =
↵

2⇡
Ca�B ✓̇, (2)

for a medium with permeability µ = 1 and dielectric
constant ✏. When a static and homogeneous magnetic

1 We use natural units with ~ = c = 1 and the Lorentz-Heaviside
convention ↵ = e2/4⇡.

field B

e

is applied, the axion DM field sources a tiny
electric field,

✏Ea(t) = � ↵

2⇡
Ca�Be

✓(t) . (3)

The induced E-field is discontinuous at the boundary
between media of di↵erent ✏. However, the usual con-
tinuity requirements, Ek,1 = Ek,2 and Bk,1 = Bk,2 (re-
call µ = 1), still apply. Thus, EM waves of frequency
⌫a = ma/2⇡ must be present. In e↵ect, breaking trans-
lational invariance couples the non-propagating axion-
induced E-field with propagating waves, which we aim to
detect. The EM waves are perpendicular to the surface
in our zero-velocity limit [25]. We require flat surfaces of
large area to avoid di↵raction, A � �

2

a, so we can work
in a 1D framework. For maximum e↵ect, Ea and thus
B

e

must be parallel to the interface [25].
The axion field induces plane EM waves for every

change of media, which we can arrange to interfere con-
structively to enhance the amplitude. We define the
boost factor [28]

�(⌫a) ⌘ |E
out

(⌫a)/E0

|, (4)

to quantify the enhancement in the amplitude of the
emitted EM wave, E

out

, with respect to that emitted by
a flat dish antenna, a planar perfect mirror into vacuum,
E

0

⌘ ↵/(2⇡) |Ca�Be

✓

0

| [25]. This corresponds to an EM
power per unit area [25]
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W
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✓
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e

10 T

◆
2

C

2

a� . (5)

The boost factor can be calculated by matching Ea in
each region (dielectric disk or vacuum) with left and
right-moving EM waves to satisfy the continuity of the
total E|| and B|| fields. This can be achieved via the
transfer matrix formalism [26].
The enhancement comes from two e↵ects, which gen-

erally act together but can be di↵erentiated in limiting
cases. They depend on the optical thickness of one disk
� = 2⇡⌫d

p
✏, with d the physical thickness and ⌫ the

frequency, which sets the transmission coe�cient of a
single layer T = i2

p
✏/[i2

p
✏ cos � + (✏+ 1) sin �]. When

� = ⇡, 3⇡, 5⇡, ..., the disk is transparent, T = 0, and the
emission from di↵erent disks can be added constructively
by placing them at the right distance. When T 6= 0,
the spacings can be adjusted to form a series of leaky
resonant cavities where E-fields are boosted by coherent
reflections between the disks. In general both the simple
adding of emitted waves and resonant enhancements are
important.

COMPARISON WITH CAVITY HALOSCOPES

More insight is gained by contrasting dielectric halo-
scopes with resonant cavities. The signal power extracted

• boost factor
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new detectors, these techniques may not prove practical
for large ma [15, 22–24].

A radical approach to increase the volume is to use a
dish antenna inside a B-field to convert axion DM into
electromagnetic (EM) radiation [25]. The resonant en-
hancement of the axion-photon conversion is given up in
favour of a large transverse area A � �

2

a.
In our dielectric haloscope each disk acts as a flat dish

antenna, emitting EM waves. As our dielectrics are par-
tially transparent, the waves emitted by each disk are
reflected by and transmitted through the other disks be-
fore exiting. With suitable disk placement, these waves
add coherently to enhance the emitted power. While the
use of �a/2 dielectric layers has been already proposed in
the dish antenna [26] and cavity haloscope concepts [23],
our disks do not have to be �a/2-thick because the co-
herence of the emitted waves can be controlled by the
disk separations. This allows scans over a band of ma

without needing to use disks with di↵erent thicknesses
for each measurement.

AXION INDUCED E-FIELD

The axion-photon interaction is described by

L
int

= � ↵

2⇡
Ca�E ·B ✓, (1)

where E and B are electric and magnetic fields, ✓ =
✓(xµ) = a(xµ)/fa represents the axion field, and Ca� =
E/N � 1.92, where E and N are the EM and colour
anomalies of the PQ symmetry [2], respectively. We are
interested in galactic DM axions, which are in a highly
occupied state and very non-relativistic (va . 10�3).
Thus we treat ✓ as a classical field and take the zero-
velocity limit, making it homogeneous ✓(t) = ✓

0

cos(mat)
and approximately monochromatic. Homogeneity holds
as the typical de Broglie wavelength, 2⇡/mava & 12.4m
for ma = 100µeV, is larger than the dimensions of our
dielectric haloscope, a cubic meter. The axion mass
ma = 57.0µeV

�
1011 GeV/fa

�
[27] is related to the axion

decay constant fa which we will treat as a free parameter.
The interaction (1) enters as a current in the Ampère-

Maxwell equation,

r⇥B� ✏Ė =
↵

2⇡
Ca�B ✓̇, (2)

for a medium with permeability µ = 1 and dielectric
constant ✏. When a static and homogeneous magnetic

1 We use natural units with ~ = c = 1 and the Lorentz-Heaviside
convention ↵ = e2/4⇡.

field B

e

is applied, the axion DM field sources a tiny
electric field,

✏Ea(t) = � ↵

2⇡
Ca�Be

✓(t) . (3)

The induced E-field is discontinuous at the boundary
between media of di↵erent ✏. However, the usual con-
tinuity requirements, Ek,1 = Ek,2 and Bk,1 = Bk,2 (re-
call µ = 1), still apply. Thus, EM waves of frequency
⌫a = ma/2⇡ must be present. In e↵ect, breaking trans-
lational invariance couples the non-propagating axion-
induced E-field with propagating waves, which we aim to
detect. The EM waves are perpendicular to the surface
in our zero-velocity limit [25]. We require flat surfaces of
large area to avoid di↵raction, A � �

2

a, so we can work
in a 1D framework. For maximum e↵ect, Ea and thus
B

e

must be parallel to the interface [25].
The axion field induces plane EM waves for every

change of media, which we can arrange to interfere con-
structively to enhance the amplitude. We define the
boost factor [28]

�(⌫a) ⌘ |E
out

(⌫a)/E0

|, (4)

to quantify the enhancement in the amplitude of the
emitted EM wave, E

out

, with respect to that emitted by
a flat dish antenna, a planar perfect mirror into vacuum,
E

0

⌘ ↵/(2⇡) |Ca�Be

✓

0

| [25]. This corresponds to an EM
power per unit area [25]

P

A

= �

2

E

2

0

2
= 2.2⇥ 10�27

�

2

W

m2

✓
B

e

10 T

◆
2

C

2

a� . (5)

The boost factor can be calculated by matching Ea in
each region (dielectric disk or vacuum) with left and
right-moving EM waves to satisfy the continuity of the
total E|| and B|| fields. This can be achieved via the
transfer matrix formalism [26].
The enhancement comes from two e↵ects, which gen-

erally act together but can be di↵erentiated in limiting
cases. They depend on the optical thickness of one disk
� = 2⇡⌫d

p
✏, with d the physical thickness and ⌫ the

frequency, which sets the transmission coe�cient of a
single layer T = i2

p
✏/[i2

p
✏ cos � + (✏+ 1) sin �]. When

� = ⇡, 3⇡, 5⇡, ..., the disk is transparent, T = 0, and the
emission from di↵erent disks can be added constructively
by placing them at the right distance. When T 6= 0,
the spacings can be adjusted to form a series of leaky
resonant cavities where E-fields are boosted by coherent
reflections between the disks. In general both the simple
adding of emitted waves and resonant enhancements are
important.

COMPARISON WITH CAVITY HALOSCOPES

More insight is gained by contrasting dielectric halo-
scopes with resonant cavities. The signal power extracted
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Power Boost Factor β2

3

from a cavity haloscope resonantly excited by axion DM
is [29]:

P

cav

= GV Q

ma
⇢ag

2

a�B
2

e

, G =

�R
dVE

cav

·B
e

�
2

V B

2

e

R
dVE

2

cav

, (6)

where V is the volume, ga� = �↵/(2⇡fa)Ca� , Q is the
loaded quality factor, and  is the ratio of signal power
to total power loss. The form factor G involves the E-
field of the resonant mode, E

cav

(x), calculated by impos-
ing closed boundary conditions as a perturbation of the
closed system.

Dielectric haloscopes are open systems, which are in
general non-resonant. Nevertheless, one can find analo-
gies for the various terms in (6) and so derive a similar
expression as shown in a forthcoming paper [28]

P ' G
d
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, (7a)
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=
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E

2
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/ma
, (7b)

where L is the length of the haloscope and E

in

(x) is the
E-field inside the haloscope induced by shining a wave of
amplitude E

0

from the RHS in Fig. 1. Notice that E
in

(x)
is not generally a physical mode excited by the axion
field, but only a way to encode the boundary conditions
at the interfaces. While G

d

is a true form factor, note
that Q

d

is not strictly speaking a quality factor. The
output coupling is built into our formalism and does not
require an additional factor.

Thus our goal is to maximise P by increasing V and
G
d

using appropriately placed dielectrics. This is similar
to enhancing V and G of a strictly resonant cavity by
either modifying the magnetic field or using dielectrics,
[22] and [23, 30]. However, our dielectric haloscope would
be a poor resonator, compensating a relatively low Q

d

with a huge V . This has completely di↵erent engineering
challenges than an intermediate volume, high-Q cavity.

Large V resonators are typically more complicated me-
chanically, which implies longer tuning times. For high-
Q cavities, as V increases modes tend to clutter [31] and
it becomes increasingly di�cult to identify and tune to
them. Mode crossings become more frequent, with con-
comitant forbidden frequencies. Furthermore, for a large
V resonant cavity the coupling of the output port needs
to increase locally to compensate for a longer time-of-
flight of photons in the cavity, leading to stronger mode
distortions.

In our case, we have the flexibility to compensate
for longer tuning times by using broadband and non-
resonant configurations. Further, we avoid mode cross-
ings by not having modes, rather quasi-modes with very
broad widths. Lastly, by making the system as 1D as
possible with a large A, and extracting the signal ho-
mogeneously across the last dielectric layer, we minimise

FIG. 2. Boost factor �(⌫a) for configurations optimised for
�⌫� = 200, 50 and 1MHz (red, blue and grey) centred on
25GHz using a mirror and 20 dielectric disks (d = 1mm,
✏ = 25).

any distortion caused by a local coupling to the detec-
tor. This allows us to avoid some of the issues of large V
resonators.

PROPERTIES OF THE BOOST FACTOR

Once we choose our dielectrics, fixing ✏ and d, the disk
spacings remain as the only free parameters, giving us
considerable control over the frequency response. Ideally,
we would have two types of configurations, one providing
a flat response so that a single configuration can mea-
sure a large frequency range simultaneously, and another
with a larger � over a narrow band to discard statistical
fluctuations and do precision axion physics in case of a
discovery. We can numerically generate configurations
that approach such responses.
One can predict the general behaviour of � by using

the “Area Law”:
R
�

2

d⌫a is proportional to the sum
over interfaces, which holds exactly when integrating over
0  ⌫a  1, and is a good approximation for frequency
ranges containing the main peak [28]. According to the
Area Law, an increase in the number of dielectrics gives
a linear increase in

R
�

2

d⌫a. For a single set of dielectricsR
�

2

d⌫a is constant; one can trade width for power and
vice versa, but cannot gain in both.
Figure 2 depicts �(⌫a) for a dielectric haloscope

consisting of a mirror and 20 disks (d = 1mm,
✏ = 25). Spacings have been selected to maximise �

min

within�⌫� = 1, 50 and 200MHz centred on 25GHz (our
benchmark frequency corresponding to ma = 103.1µeV).
Figure 2 illustrates the Area Law: as we vary the band-
width, the power changes by roughly the same factor.
While the area is conserved, how e�ciently it is used de-
termines �

min

: flat responses are more e�cient than nar-
row resonances, which are approximately Lorentzian. Us-
ing the Area Law we extrapolate to the 80 disk setup de-
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Figure 20. Example of a scan across 300 MHz using six configurations with a bandwidth of 50 MHz
each, using a set of 20 aligned dielectric disks (1 mm thick and refractive index n = 5) with a mirror
on one side.

configuration. As we are increasing the bandwidth by a factor of four, one expects from the
area law that the power should drop by that same factor, so � ! �/2 ⇠ 60. Despite the
�⌫

�

= 200 MHz configuration having a slightly lower
R
�2d⌫, it uses the available area more

e�ciently; i.e it is more rectangular (as shown in figure 23). While this configuration does
not reach our nominal benchmark, if one used ⇠ 50 dielectrics we expect that one could
achieve our benchmark � & 100 across 200 MHz.

While an analytic understanding of the positions required for an optimised setup is
highly non-trivial, we note that configurations with larger�⌫

�

tend to have a wider dispersion
of distances, whereas to increase the boost factor in a narrow range tends to have a smaller
spread to increase the resonant enhancement (see figure 23 bottom). Both of these are centred
around approximately a half wavelength, which suggests that this is a useful starting point
for optimisation.

That the behaviour of the 200 MHz configuration is less resonant is indicated in R: the
middle peak is only very slight, suggesting that this peak does not correspond to strongly
resonant behaviour. Figure 24 shows the E-fields at the maxima and minima indicated in
figure 22. The sharp cut-o↵ on the LHS of the � curve seems to be due a resonant mode
near the mirror, as in the 50 MHz configuration. The interpretation we had of two resonant
regions for our 50 MHz configuration is not quite as clear for the 200 MHz configuration: we
do not see three obviously distinct resonant modes creating the three peak structure (though
the left and right peaks do seem to correspond to resonant structure). Again, due to the
significant spacial variation of the phase, traveling waves are present.

This ability to trade �⌫
�

for � allowed by a dielectric haloscope has immense practical
value for an experimentalist. For example, if a potential signal is detected at an intriguing
(but inconclusive) significance, one could realign the haloscope so as to give a much higher
boost factor focused narrowly on the potential signal, allowing one to quickly confirm a
detection. As shown in figure 17, configurations exist that lead to a hundredfold gain in the
signal over our benchmark � = 100 (if one is only focused on a single frequency). Note that
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Figure 23. Squared boost factor Min[�(⌫
i

)]2 achieved by our B50 configuration with fixed 50MHz
width, but varying the number N of disks. The variation is indeed approximately linear.

Figure 24. Boost factor � (red), reflectivity |R| (black) and group delay @

@⌫

Arg(R) (dashed gray)
as a function of frequency ⌫ for our configuration B200 (20 disks, 1mm thick, refractive index n = 5,
mirror on one side, bandwidth 200MHz centred on 25GHz) in analogy to figure 18. The reflectivity
is illustrated for exaggerated dielectric losses (tan � = 5 ⇥ 10�3) to show the non-trivial structure.
The reflectivity and group delay have been scaled by the factors 70 and 0.3, respectively.

That the behaviour of the B200 configuration is less resonant is indicated in R: the
middle peak is not pronounced, suggesting that it does not correspond to strongly resonant
behaviour. Figure 27 shows the E-fields at the maxima and minima of the boost factor curve
in figure 24. The sharp cut-o↵ on the l.h.s. of the � curve seems to be due a resonant mode
near the mirror, as in the B50 configuration. The interpretation we had of two resonant
regions for our B50 configuration is not quite as clear for the B200 configuration: we do
not see three obviously distinct resonant modes creating the three-peak structure, although
the left and right peaks do seem to correspond to resonances. Again, as can be seen in the
significant spatial variation of the phase, traveling waves are present. By looking at the cycle
averaged Poynting flow in figure 28, one can see that the power is generated more or less
evenly throughout the haloscope for the central maximum and is not localised to any one
region, unlike the left and right peaks.
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Discussion and Conclusions 

>  Most realistic simulations, as far as string tension is concerned, find 
significantly lower dark-matter axion mass in           post-inflationary PQ 
SSB scenario than previously estimated: 

>  Need independent confirmation: 
§  Small distances resolved in effective way  

§  Is there complete decoupling between short distances and long distances? 

>  If confirmed: Mass in reach of conventional microwave cavity technique  
§  However, this assumes axion 100 % of dark matter!  

§  Dark-matter axion mass will move to higher values if axion sub-dominant dark matter 
or if   

[Klaer, Moore,’17]

• strongly growing exp. efforts to find the axion towards mA ~ 100 μeV

HAYSTAC, ORGAN, CAPP, ORPHEUS, QUAX, ...

• MADMAX: unique potential with respect to seamless broadband mA scans 
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from a cavity haloscope resonantly excited by axion DM
is [29]:
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where V is the volume, ga� = �↵/(2⇡fa)Ca� , Q is the
loaded quality factor, and  is the ratio of signal power
to total power loss. The form factor G involves the E-
field of the resonant mode, E

cav

(x), calculated by impos-
ing closed boundary conditions as a perturbation of the
closed system.

Dielectric haloscopes are open systems, which are in
general non-resonant. Nevertheless, one can find analo-
gies for the various terms in (6) and so derive a similar
expression as shown in a forthcoming paper [28]
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where L is the length of the haloscope and E

in

(x) is the
E-field inside the haloscope induced by shining a wave of
amplitude E

0

from the RHS in Fig. 1. Notice that E
in

(x)
is not generally a physical mode excited by the axion
field, but only a way to encode the boundary conditions
at the interfaces. While G

d

is a true form factor, note
that Q

d

is not strictly speaking a quality factor. The
output coupling is built into our formalism and does not
require an additional factor.

Thus our goal is to maximise P by increasing V and
G
d

using appropriately placed dielectrics. This is similar
to enhancing V and G of a strictly resonant cavity by
either modifying the magnetic field or using dielectrics,
[22] and [23, 30]. However, our dielectric haloscope would
be a poor resonator, compensating a relatively low Q

d

with a huge V . This has completely di↵erent engineering
challenges than an intermediate volume, high-Q cavity.

Large V resonators are typically more complicated me-
chanically, which implies longer tuning times. For high-
Q cavities, as V increases modes tend to clutter [31] and
it becomes increasingly di�cult to identify and tune to
them. Mode crossings become more frequent, with con-
comitant forbidden frequencies. Furthermore, for a large
V resonant cavity the coupling of the output port needs
to increase locally to compensate for a longer time-of-
flight of photons in the cavity, leading to stronger mode
distortions.

In our case, we have the flexibility to compensate
for longer tuning times by using broadband and non-
resonant configurations. Further, we avoid mode cross-
ings by not having modes, rather quasi-modes with very
broad widths. Lastly, by making the system as 1D as
possible with a large A, and extracting the signal ho-
mogeneously across the last dielectric layer, we minimise

FIG. 2. Boost factor �(⌫a) for configurations optimised for
�⌫� = 200, 50 and 1MHz (red, blue and grey) centred on
25GHz using a mirror and 20 dielectric disks (d = 1mm,
✏ = 25).

any distortion caused by a local coupling to the detec-
tor. This allows us to avoid some of the issues of large V
resonators.

PROPERTIES OF THE BOOST FACTOR

Once we choose our dielectrics, fixing ✏ and d, the disk
spacings remain as the only free parameters, giving us
considerable control over the frequency response. Ideally,
we would have two types of configurations, one providing
a flat response so that a single configuration can mea-
sure a large frequency range simultaneously, and another
with a larger � over a narrow band to discard statistical
fluctuations and do precision axion physics in case of a
discovery. We can numerically generate configurations
that approach such responses.
One can predict the general behaviour of � by using

the “Area Law”:
R
�

2

d⌫a is proportional to the sum
over interfaces, which holds exactly when integrating over
0  ⌫a  1, and is a good approximation for frequency
ranges containing the main peak [28]. According to the
Area Law, an increase in the number of dielectrics gives
a linear increase in

R
�

2

d⌫a. For a single set of dielectricsR
�

2

d⌫a is constant; one can trade width for power and
vice versa, but cannot gain in both.
Figure 2 depicts �(⌫a) for a dielectric haloscope

consisting of a mirror and 20 disks (d = 1mm,
✏ = 25). Spacings have been selected to maximise �

min

within�⌫� = 1, 50 and 200MHz centred on 25GHz (our
benchmark frequency corresponding to ma = 103.1µeV).
Figure 2 illustrates the Area Law: as we vary the band-
width, the power changes by roughly the same factor.
While the area is conserved, how e�ciently it is used de-
termines �

min

: flat responses are more e�cient than nar-
row resonances, which are approximately Lorentzian. Us-
ing the Area Law we extrapolate to the 80 disk setup de-
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Figure 20. Example of a scan across 300 MHz using six configurations with a bandwidth of 50 MHz
each, using a set of 20 aligned dielectric disks (1 mm thick and refractive index n = 5) with a mirror
on one side.

configuration. As we are increasing the bandwidth by a factor of four, one expects from the
area law that the power should drop by that same factor, so � ! �/2 ⇠ 60. Despite the
�⌫

�

= 200 MHz configuration having a slightly lower
R
�2d⌫, it uses the available area more

e�ciently; i.e it is more rectangular (as shown in figure 23). While this configuration does
not reach our nominal benchmark, if one used ⇠ 50 dielectrics we expect that one could
achieve our benchmark � & 100 across 200 MHz.

While an analytic understanding of the positions required for an optimised setup is
highly non-trivial, we note that configurations with larger�⌫

�

tend to have a wider dispersion
of distances, whereas to increase the boost factor in a narrow range tends to have a smaller
spread to increase the resonant enhancement (see figure 23 bottom). Both of these are centred
around approximately a half wavelength, which suggests that this is a useful starting point
for optimisation.

That the behaviour of the 200 MHz configuration is less resonant is indicated in R: the
middle peak is only very slight, suggesting that this peak does not correspond to strongly
resonant behaviour. Figure 24 shows the E-fields at the maxima and minima indicated in
figure 22. The sharp cut-o↵ on the LHS of the � curve seems to be due a resonant mode
near the mirror, as in the 50 MHz configuration. The interpretation we had of two resonant
regions for our 50 MHz configuration is not quite as clear for the 200 MHz configuration: we
do not see three obviously distinct resonant modes creating the three peak structure (though
the left and right peaks do seem to correspond to resonant structure). Again, due to the
significant spacial variation of the phase, traveling waves are present.

This ability to trade �⌫
�

for � allowed by a dielectric haloscope has immense practical
value for an experimentalist. For example, if a potential signal is detected at an intriguing
(but inconclusive) significance, one could realign the haloscope so as to give a much higher
boost factor focused narrowly on the potential signal, allowing one to quickly confirm a
detection. As shown in figure 17, configurations exist that lead to a hundredfold gain in the
signal over our benchmark � = 100 (if one is only focused on a single frequency). Note that
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➔ MADMAX is expected to be competitive towards mA ~ 100 μeV

➔ Still depends on the scenario realized in nature (1 vs. 2)


