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Statistical Analysis of a Framework

The statistical analysis | performed applies to any framework dealing with
inverse problems.
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Transverse Momentum Distributions

Transverse Momentum Distributions (TMDs)
describe the internal structure of hadrons in
3D momentum space.

TMDs can be determined by analyzing
available high-precision measurements of
hadronic cross sections (e.g., from the Large
Hadron Collider).
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Factorization Theorems
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[Collins, Foundations of Perturbative QCD, 2011]
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https://inspirehep.net/literature/922696

Drell-Yan Factorization
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The Fitting Frameworks



Parametric Regression Techniques

Both analyzed frameworks
(PV19 and MAPTMD22) !
use parametric regression
to find the TMD functional :

forms.

Parametric regression is a:
general technique that can:
be used to solve any:

inverse problem.
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Unanswered Questions

7777777777 i s et How close are the fitted
TMDs to the real law?

theoretical
How much of the declared

e TMD uncertainties derive
: from the framework?

criterion

Are the declared TMD
uncertainties statistically
faithful?

best-fit parameters

| FITTING ALGORITHM

My thesis took 9 months to address these questions, which are essential
for analyzing present and future data (e.g., from the LHC, EIC).



Closure Testing



Closure Testing
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Input TMDs

Direct measure of
the methodology
robustness

Fitted TMDs] f

[Del Debbio et al. Eur.Phys.J.C 82 (2022) 4, 330] 10



https://inspirehep.net/literature/1965407
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Levels of Uncertainty

Each level of fluctuation introduces a different level of uncertainty. We can
fit LO, L1 and L2 data to characterize the uncertainty components.

interpolation/extrapolation

functional experimental

do [pb6eV]

d19+l

do= [pb 6oV
d19+
do [pb-GeV]
d9+

framework-dependent uncertainties

[Ball et al. JHEP 04 (2015) 040]
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https://inspirehep.net/literature/1325552

Multi Closure Tests

error

A

underfit

9¢

variance

neradization

Wi L

overfit We measure the bias and variance
of a large number of fits to assess:

error

e Framework optimization

e Faithfulness of the declared

moael cbmple)g’ty ) )
uncertainties

wg Varianie
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Results



Some Relevant Results

Some of the results obtained by the closure tests of the MAPTMD22 and
PV19 frameworks:

1. LO Test: The two analyzed frameworks do not generalize well.

2. Uncertainty Faithfulness:

PV19 => underfitting issue

MAPTMD22 = the framework is optimized

3. Code Transferability: https://qithub.com/MaDCollaboration/< ’
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https://github.com/MapCollaboration/NangaParbat
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Why are TMDs relevant?

The accurate determination of TMDs is TMDs of the proton at Q=10 GeV
crucial for: 14 - oo
~128 Pz = 0.001
e understanding the dynamical g e
properties of hadrons o0
: 8
e calculating observables, also where i
. . 8
no experimental data are available

e testing the Standard Model and
search for new physics beyond it



SIDIS Factorization
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TMD Determination from Data

e T S S SIDIS and Drell-Yan data span a
il large region in (z ,Q*) space
10 ] Determining TMDs knowing the
% F — E605 . .
%wz =t & factorized cross sections and a set
eWr—rm ‘ : :
= (A& ofdatais an inverse problem
T8 -
— i The inverse problem can be solved
10° ' ' ' . .
A 1°  through parametric regression

[Figure from Bacchetta et al. JHEP 10 (2022) 127]

20


https://inspirehep.net/literature/2096333

Tested Frameworks

PV19 MAPTMD22

e global fit on Drell-Yan cross sections e global fit on Drell-Yan and SIDIS cross
data sections

e 353 data points e 2031 data points
e TMD PDF defined using 9 parameters e TMD PDF defined using 11 parameters
° X2/Ndat —1.02 e TMD FF defined using 9 parameters
®  \*/Nga = 1.06
[Bacchetta et al._ JHEP 10 (2022) 127] [Bacchetta et al. JHEP 07 (2020) 117]

[https://github.com/MapCollaboration]
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https://inspirehep.net/literature/2096333
https://inspirehep.net/literature/1771006
https://github.com/MapCollaboration

MAPTMD22 Uncertainties
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Level O Test

From a test on LO data we can
assess two aspects:

e Frameworks flexibility: is
the framework able to
reproduce the solution
with y? = 0?

e Interpolation/extrapolation
uncertainty, given by the
finiteness of the dataset
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Multi Closure Tests

error P We produce a large number of fits (50
4 value fit with 100 replicas) to determine:
underfit overfit e Bias-Variance Ratio:
3enero\:iiza‘t?ov error
ety » E[bias]
; | bv = : ~
__:/—o:fﬁr\_gg______/‘/ ° E[variance]
' ' ' ‘ model c'omple;“ty

e TMD uncertainty faithfulness:

Wy Varande

£15 = 0.683

24



Are the Methodologies Flexible?

Test Mean y? Best MSD Closure
MAP220MAP22;, O(10~14) / yes
PV190PV19;, SRS / yes
MAP220PV19, 0.152 < 0.0015 no
PV19oMAP22;, 0.017 < 0.00015 no
MAP220MIX24;, 0.155 < 0.004 no
PV19oMIX24;  O(1077) 7 no

e same input and fitting parametrization
e different input and fitting parameterizations



Are the Methodologies Flexible?
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This picture outlines two
difficulties:

e (Generalization:
the frameworks cannot
generalize well

e Minimizer:
the minimizer cannot find the
best solution in 100% of the
cases

26



Uncertainty Characterization (LO-L1-L2)

Unceratinty Contributions at x=0.1, Q=10 GeV
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Bias-Variance Tradeoff

PV19

e Quantile and bias-variance ratio:

Ry, = 1.577 £ 0.068
£, = 0.486 £ 0.012

e \We observe signs of underfitting.
e The TMD uncertainties are
underestimated.

MAPTMD22

Quantile and bias-variance ratio:

Ry = 0.978 + 0.045
&1, = 0.688 4+ 0.010

The model is optimized.
The uncertainty estimates are
statistically faithful.
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Level O - Flexibility Test

From fits of the LO datasets, we

conclude: |

1. The frameworks are reliable under [\ Ei;:‘iw
the assumption that the real law is f\ VAN o NON- C APTURARLE
contained in the space of functional > TN THD
forms which the parameterizations = \ \\ o CAPTUMBLE T
can explore. Qi) N :\ N

2. A possible solution to the T —_____JER
generalization issue is the use of br T/

Neural Networks.
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Conclusions on Uncertainties

For the cases where input and fit parametrization are the same we
discovered:

1. PV19 underfits, and the declared uncertainties should be rescaled to

2. MAPTMDZ22 is optimized

3. The interpolation/extrapolation uncertainties are subdominant in both
frameworks, meaning more precise data should increase the

predictivity of the models
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Future Applications
The code | developed for performing closure tests of PV19 and MAPTMD22

can be transferred to other present and future methodologies.

The framework optimization and validation is a crucial step to take the
maximum out of existing and future experimental data.

The ePIC.Gollaboration

Bu|Id|ng the! “rl“ 1"1333 _,‘erc vted particle detectorfor;

analyz ’ Zing ‘]',Jﬂﬁl"mg ele trons and protons or; othernucle
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