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Figure 4: Summary of several Standard Model total and fiducial production cross-section measurements from Run 1.
Where total cross sections are reported, the measurements are corrected for branching fractions and compared to the
corresponding theoretical expectations. In some cases, the fiducial selection is di�erent between measurements in
the same final state for di�erent centre-of-mass energies

p
B, resulting in lower cross section values at higher

p
B. The

associated references can be found in Table 3(b) and 3(c).
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Figure 5: Summary of several Standard Model total and fiducial production cross-section measurements from Run 2
and 3. Where total cross sections are reported, the measurements are corrected for branching fractions and compared
to the corresponding theoretical expectations. The associated references can be found in Table 3(b) and 3(c).
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LHC now firmly established as a 
precision machine

Vast amount of processes being 
thoroughly tested at the LHC

Agreement between data and accurate 
theoretical predictions across many 
orders of magnitude 
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Figure 11: Values of sin2 θωeff measured with the A
w
FB and A4 fits, for seven PDF sets, combin-

ing the four channels and using the full 2016–2018 sample. The orange line and yellow band
correspond to the result obtained with the CT18Z PDFs. The red open squares are the results
obtained without profiling the corresponding PDF uncertainties. For the A

w
FB results, the cyan

bands show the PDF uncertainties and the black bars represent the total uncertainties.

also shows the results obtained without profiling the PDFs, for which the total PDF uncertainty
is evaluated by adding (in quadrature) all differences obtained with each PDF error set. As a
result of profiling, we see a significant reduction of the differences between the central values
of the results obtained with the different PDF sets, as well as a decrease of their individual PDF
uncertainties.
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Figure 12: Comparison of the sin2 θωeff values measured in this analysis with previous measure-
ments [1, 9–12, 14] and the result of a SM global fit [2].

Figure 12 presents the sin2 θωeff value measured combining the four dilepton channels and using
the full 2016–2018 sample. This is the most precise result obtained at a hadron collider, to date,
and agrees with the SM expectation.

In addition, the sin2 θωeff based on unfolded A4 is obtained by using XFITTER open-source code [65,
66]. This tool facilitates the reinterpretation of the measurements in case the PDF sets or the the-
oretical models are updated, as well as the combination of sin2 θωeff values reported by different
experiments.

11

7 Discussion

In this paper we report the first W boson mass measurement by the CMS Collaboration at the
CERN LHC. The result is significantly more precise than previous LHC measurements. The W
boson mass is extracted from a sample of 117 million selected W → µν events, collected in 2016
at the proton-proton collision energy of 13 TeV, via a highly granular binned maximum likeli-
hood fit to the three-dimensional distribution of the muon pµ

T, ηµ , and electric charge. Novel
experimental techniques have been used, together with state-of-the-art theoretical models, to
improve the measurement accuracy. The muon momentum calibration, based on J/ε → µµ
decays, as well as the data analysis methods and the treatment of the theory calculations used
in the mW measurement have been extensively validated by extracting mZ and pZ

T both from a
direct Z → µµ dimuon analysis and from a W-like analysis of the Z boson data.

Figure 4: Comparison with other experiments and the EW fit prediction. The mW measurement
from this analysis (in red) is compared with the combined measurement of experiments at
LEP [54], and with the measurements performed by the D0 [55], CDF [11], LHCb [9], and
ATLAS [10] experiments. The global EW fit prediction [5] is represented by the gray vertical
band, with the shaded band showing its uncertainty.

As shown in Fig. 4, the measured value, mW = 80 360.2 ± 9.9 MeV, agrees with the standard
model expectation from the electroweak fit and is in disagreement with the measurement re-
ported by the CDF Collaboration. Our result has similar precision to the CDF Collaboration
measurement and is significantly more precise than all other measurements. The dominant
sources of uncertainty are the muon momentum calibration and the parton distribution func-
tions. Uncertainties in the modeling of W boson production are subdominant due to novel
approaches used to parameterize and constrain the predictions and their corresponding un-
certainties in situ with the data. This result constitutes a significant step towards achieving
an experimental measurement of mW with a precision matching that of the EW fit. Together
with other recent measurements performed by the CMS Collaboration, including the top quark
mass [56] and the effective electroweak mixing angle [57], this work demonstrates the power of
the CMS detector and of the LHC as instruments for precision measurements of the parameters
of the standard model.
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Figure 5: Comparison of the determination of 𝐿s (𝑀𝐿 ) from the 𝑁-boson transverse-momentum distribution (ATLAS
𝑁 𝑂T 8 TeV) with other determinations at hadron colliders [17–23, 35], with the PDG category averages [3], with the
lattice QCD determination [10], and with the PDG world average [3].
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Three of the most precise measurements of 
fundamental SM parameters have been 
performed at the LHC in the last couple of years 

Dilepton production plays a central role in the LHC precision programme
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+ important PDF constraints using multi-differential distributions (rapidity,  transverse momentum…) 

+ Constraints on BSM models
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+ important         

+ Constraints   

Reliable predictions through fixed-
order perturbation theory
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Drell-Yan production and precision

4

NC    

 (Z resonance),  (W resonance)mZ mW

 (low )αs pℓℓ
T

Z        sin2 θℓℓ
eff AFB(mℓℓ)

CC       mW

NC/CC DY charged lepton pℓ
T

NC DY lepton pair pℓℓ
T

+ important         

+ Constraints   

All-order resummation needed for 
meaningful predictions due to 
sensitivity to QCD radiation



TUM/MPP Collider Seminars Series, 10 Jun 2025

Drell-Yan production and precision
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Theoretical understanding of fixed-order and all-order 
structure of QCD/EW radiation in Drell-Yan process is crucial
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Precision physics at the LHC: setting a limit on infinite error

σ(s, Q2) = ∑
a,b

∫ dx1dx2 fa/h1
(x1, Q2)fb/h2

(x2, Q2) ̂σab→X(Q2, x1x2s) + 𝒪(Λp
QCD/Qp)

Input 
parameters:

αsstrong coupling

PDFs

few percent 
uncertainty; 
improvablef

Non-perturbative 
effects
percent 
effect; not 
yet under 
control

collinear factorisation
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collinear factorisation

σ(s, Q2) = ∑
a,b

∫ dx1dx2 fa/h1
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αs ∼ 0.1

α ∼ 0.01

ααs ∼ 0.001

Precision physics at the LHC: setting a limit on infinite error
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collinear factorisation
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Precision physics at the LHC: setting a limit on infinite error



TUM/MPP Collider Seminars Series, 10 Jun 20256

collinear factorisation

σ(s, Q2) = ∑
a,b

∫ dx1dx2 fa/h1
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accuracy
𝒪(10 − 20%)

Precision physics at the LHC: setting a limit on infinite error



TUM/MPP Collider Seminars Series, 10 Jun 20256

collinear factorisation

σ(s, Q2) = ∑
a,b

∫ dx1dx2 fa/h1
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Precision physics at the LHC: setting a limit on infinite error
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collinear factorisation

σ(s, Q2) = ∑
a,b

∫ dx1dx2 fa/h1
(x1, Q2)fb/h2

(x2, Q2) ̂σab→X(Q2, x1x2s) + 𝒪(Λp
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ab + ̂σ(3,0)

ab + …

+ ̂σ(0,1)
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+ ̂σ(1,1)
ab + …

αs ∼ 0.1

α ∼ 0.01

ααs ∼ 0.001

 
accuracy
𝒪(1 − 5%)

Precision physics at the LHC: setting a limit on infinite error
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The purest and most thoughtful minds are those which love colour the most

̂σab = ̂σ(0,0)
ab + ̂σ(1,0)

ab + ̂σ(2,0)
ab + ̂σ(3,0)

ab + …

+ ̂σ(0,1)
ab + …

+ ̂σ(1,1)
ab + …

• QCD corrections by and large dominant 

NNLO differential cross sections 
[Anastasiou, Dixon, Melnikov, Petriello (2003)], [Melnikov, Petriello (2006)] [Catani, Cieri, 
Ferrera, de Florian, Grazzini (2009)] [Catani, Ferrera, Grazzini (2010)]  

N LO inclusive cross sections and di-lepton rapidity 
distribution 
[Duhr, Dulat, Mistlberger (2020)] [Chen, Gehrmann, Glover, Huss, Yang, and Zhu (2021)] 
[Duhr, Mistlberger (2021)] 

N LO fiducial cross sections and distributions 
[Camarda, Cieri, Ferrera (2021)], [Chen, Gehrmann, Glover, Huss, Monni, Re, LR, Torrielli 
(2022)] [Chen, Gehrmann, Glover, Huss, Yang, and Zhu (2022)], [Neumann, Campbell 
(2022) and (2023)] [Billis, Michel, Tackmann (2024)]

3

3
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Drell-Yan: NNLO QCD
Reliability of state-of-art predictions is crucial. Several public codes available reaching fully differential NNLO 
QCD accuracy. 

• Local subtraction: FEWZ, NNLOJET 

• Slicing: DYTURBO, MATRIX (  slicing), MCFM (0-
jettines,  slicing, )
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FIG. 8: Compilation of the NNLO theory predictions of Figs. 5–7. Only the results with the smallest
slicing cuts are plotted: MATRIX with rcut = 0.15% for W±! l±⌫ and rcut = 0.05% for Z! l+l� production;
MCFM with ⌧cut = 4 ·10�4.

forward Z/�⇤-production. In the first bins of the latter the deviations grow up to O(20%). As
discussed, MCFM uses N-jettiness subtraction and allows for di↵erent ⌧cut choices for the jettiness
slicing parameter. We use the default value, ⌧cut = 6 · 10�3 and two smaller ones, ⌧cut = 1 · 10�3

and ⌧cut = 4 · 10�4, the limitation being here the goal to reach an integration accuracy of a few
units in 10�4 in reasonable time 9 with given computational resources. The decreasing values of
⌧cut display the expected trend clearly in Fig. 7, namely, the smaller the choice of ⌧cut, the closer
the MCFM result to that by FEWZ. Nevertheless, the di↵erences remain. In order to compare those
di↵erences easier, we collect the best prediction for each code at NNLO in a single figure in Fig. 8.

Given the level of agreement among the predictions at NLO accuracy, the deviations observed
in Figs. 5–7 need to be put into perspective by looking at the size of the pure NNLO corrections
alone, which we define bin-by-bin through the deviation of the NNLO K-factor from one, �NNLO =
(�NNLO/�NLO � 1). Typically pure NNLO corrections �NNLO are rather small, and we illustrate
those only in the case of largest corrections. For W+-production �NNLO amounts to a few per mill
for ⌘l . 1 and grows to O(1� 2%) for larger rapidities ⌘l & 1, while instead for W�-production
�NNLO is of the size O(1%) for ⌘l . 1 and increases to a few per cent for larger rapidities. For
the central Z/�⇤-production the NNLO corrections �NNLO are only a few per mill for ⌘ll . 1.5
and grow to O(2� 3%) for larger di-lepton rapidities. Thus, the observed di↵erences between
considered codes are actually similar in size to that of the pure NNLO corrections, even exceeding
them at times. The case of forward Z/�⇤-production features larger higher order corrections and
will be discussed in detail next. The comparable size of the NNLO corrections and di↵erences

9 The required CPU times for the MCFM runs with ⌧cut = 4 ·10�4 were roughly 180.000 hrs for W±-boson, 160.000 hrs
for central and approximately 50.000 hrs for forward Z-boson production.
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FIG. 8: Compilation of the NNLO theory predictions of Figs. 5–7. Only the results with the smallest
slicing cuts are plotted: MATRIX with rcut = 0.15% for W±! l±⌫ and rcut = 0.05% for Z! l+l� production;
MCFM with ⌧cut = 4 ·10�4.

forward Z/�⇤-production. In the first bins of the latter the deviations grow up to O(20%). As
discussed, MCFM uses N-jettiness subtraction and allows for di↵erent ⌧cut choices for the jettiness
slicing parameter. We use the default value, ⌧cut = 6 · 10�3 and two smaller ones, ⌧cut = 1 · 10�3

and ⌧cut = 4 · 10�4, the limitation being here the goal to reach an integration accuracy of a few
units in 10�4 in reasonable time 9 with given computational resources. The decreasing values of
⌧cut display the expected trend clearly in Fig. 7, namely, the smaller the choice of ⌧cut, the closer
the MCFM result to that by FEWZ. Nevertheless, the di↵erences remain. In order to compare those
di↵erences easier, we collect the best prediction for each code at NNLO in a single figure in Fig. 8.

Given the level of agreement among the predictions at NLO accuracy, the deviations observed
in Figs. 5–7 need to be put into perspective by looking at the size of the pure NNLO corrections
alone, which we define bin-by-bin through the deviation of the NNLO K-factor from one, �NNLO =
(�NNLO/�NLO � 1). Typically pure NNLO corrections �NNLO are rather small, and we illustrate
those only in the case of largest corrections. For W+-production �NNLO amounts to a few per mill
for ⌘l . 1 and grows to O(1� 2%) for larger rapidities ⌘l & 1, while instead for W�-production
�NNLO is of the size O(1%) for ⌘l . 1 and increases to a few per cent for larger rapidities. For
the central Z/�⇤-production the NNLO corrections �NNLO are only a few per mill for ⌘ll . 1.5
and grow to O(2� 3%) for larger di-lepton rapidities. Thus, the observed di↵erences between
considered codes are actually similar in size to that of the pure NNLO corrections, even exceeding
them at times. The case of forward Z/�⇤-production features larger higher order corrections and
will be discussed in detail next. The comparable size of the NNLO corrections and di↵erences

9 The required CPU times for the MCFM runs with ⌧cut = 4 ·10�4 were roughly 180.000 hrs for W±-boson, 160.000 hrs
for central and approximately 50.000 hrs for forward Z-boson production.

9

Slicing methods suffer in the 
presence of symmetric / 
asymmetric cuts on the leptons: 
percent-level differences when 
compared to results obtained with 
local subtractions may be present 
due to linear power corrections in 
the slicing variable

rcut ∼ 0.01

rcut ∼ 0.0005 − 0.001

Solutions: 
• Transverse momentum recoil for  slicing 

• Projection to Born for jettiness-slicing

qT
[Alekhin, Kardos, Moch, Trócsányi ‘21]

[Buonocore, Kallweit, LR, Wiesemann’21][Camarda, Cieri, Ferrera ’21]

[Vita 2401.03017][Campbell et al 2408.05265] 
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Linear power corrections and perturbative instability
Problems related to symmetric / asymmetric cuts have been known since a long time 

Perturbative instability induced by sensitivity to soft radiation in configurations close to the back-to-back limit 
[Klasen, Kramen ’96][Harris, Owen ’97][Frixione, Ridolfi ’97]

Linear sensitivity of the acceptance at small  leads to a (alternating sign) factorial growthqT
[Salam, Slade ’21]

[Chen, Gehrmann, Glover, Huss, Mistlberger, Pelloni, ’21]
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FIG. 2. Comparison between inclusive (left) and fiducial (right) predictions for the rapidity distribution of the Higgs boson up
to N3LO. Predictions are shown at LO (grey), NLO (green), NNLO (blue), N3LO (red), and for the NNLO prediction re-scaled
by the inclusive KN3LO-factor (orange).

1. The inclusive calculation at N3LO for the Higgs ra-
pidity distribution yH as computed in Ref. [20] and
implemented in the RapidiX library. This result is
based on techniques developed in Refs. [39, 40] and
is given by analytic formulae for the partonic rapid-
ity distribution computed by means of a threshold
expansion. We supplement this result by exploiting
the fact that the Higgs boson decays isotropically
in its rest frame to generate the inclusive N3LO cal-
culation di↵erential in the Higgs boson decay prod-
ucts.

2. The fully di↵erential NNLO calculation for the
H+jet process. This has been computed in Ref. [29]
using the antenna subtraction method [22, 40] and
is available within the parton-level Monte Carlo
generator NNLOJET.

We have implemented the P2B method for color-neutral
final states within the NNLOJET framework together
with an interface to the RapidiX library to access the
inclusive part of the calculation.

For our phenomenological results, we restrict ourselves
to the decay of the Higgs boson into a pair of photons
and closely follow the corresponding 13 TeV ATLAS
measurement [41] with the following fiducial cuts

p�1

T > 0.35⇥m�� , p�2

T > 0.25⇥m�� , (7)

|⌘� | < 2.37 excluding 1.37 < |⌘� | < 1.52,

where �1 and �2 respectively denote the leading and sub-
leading photon with m�� ⌘ MH = 125 GeV the invari-
ant mass of the photon-pair system. For each photon,

an additional isolation requirement is imposed where the
scalar sum of partons with pT > 1 GeV within a cone of
�R = 0.2 around the photon has to be less than 5% of the
pT of the photon. Note that this setup induces a highly
non-trivial interplay between the final-state photons and
QCD emissions, requiring a fully di↵erential description
of the process. Throughout this letter, we work in the
narrow width approximation to combine the production
and decay of the Higgs boson. To derive numerical pre-
dictions we use PDF4LHC15_nnlo_100 [42] parton distri-
bution functions and choose the value of the top quark
mass in the modified minimal subtraction scheme to be
mt(mt) = 162.7 GeV.

Figure 1 compares predictions for the fiducial rapidity
distribution of the Higgs boson yH based on two di↵er-
ent methods. This comparison serves as the validation
of the P2B implementation up to NNLO against an in-
dependent calculation based on the antenna subtraction
method. The lower panels in Fig. 1 show the ratio of the
two calculations, where the filled band and the error bars
correspond to the uncertainty estimates of the Monte
Carlo integration of the antenna- and P2B-prediction,
respectively. The ratios shown in the bottom two panels
reveal agreement within numerical uncertainties between
the two calculations at the per-mille and sub-per-cent
level for the coe�cients at NLO and NNLO, respectively.

Figure 2 compares the inclusive rapidity distribution of
the Higgs boson to the fiducial rapidity distribution of the
di-photon pair. It was already noted in Refs. [20, 21] that
the N3LO correction to the inclusive rapidity distribu-
tion is remarkably uniform and is well approximated by
rescaling the inclusive NNLO rapidity distribution with
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bution functions and choose the value of the top quark
mass in the modified minimal subtraction scheme to be
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correspond to the uncertainty estimates of the Monte
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2. The fully di↵erential NNLO calculation for the
H+jet process. This has been computed in Ref. [29]
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is available within the parton-level Monte Carlo
generator NNLOJET.

We have implemented the P2B method for color-neutral
final states within the NNLOJET framework together
with an interface to the RapidiX library to access the
inclusive part of the calculation.

For our phenomenological results, we restrict ourselves
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and closely follow the corresponding 13 TeV ATLAS
measurement [41] with the following fiducial cuts
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where �1 and �2 respectively denote the leading and sub-
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an additional isolation requirement is imposed where the
scalar sum of partons with pT > 1 GeV within a cone of
�R = 0.2 around the photon has to be less than 5% of the
pT of the photon. Note that this setup induces a highly
non-trivial interplay between the final-state photons and
QCD emissions, requiring a fully di↵erential description
of the process. Throughout this letter, we work in the
narrow width approximation to combine the production
and decay of the Higgs boson. To derive numerical pre-
dictions we use PDF4LHC15_nnlo_100 [42] parton distri-
bution functions and choose the value of the top quark
mass in the modified minimal subtraction scheme to be
mt(mt) = 162.7 GeV.
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distribution of the Higgs boson yH based on two di↵er-
ent methods. This comparison serves as the validation
of the P2B implementation up to NNLO against an in-
dependent calculation based on the antenna subtraction
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Linear power corrections and perturbative instability
Problems related to symmetric / asymmetric cuts have been known since a long time 

Perturbative instability induced by sensitivity to soft radiation in configurations close to the back-to-back limit 
[Klasen, Kramen ’96][Harris, Owen ’97][Frixione, Ridolfi ’97]

Linear sensitivity of the acceptance at small  leads to a (alternating sign) factorial growthqT
[Salam, Slade ’21]
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FIG. 3. Total fiducial gg ! H ! �� cross section at
fixed N3LO (this work) and including resummation (also this
work), where �resum ⌘ �qT � �' � �match, compared to
preliminary ATLAS measurements [26].

include them in the subtractions (and to resum them).
The remaining nonsingular corrections at ↵

3
s
are about

10 times larger than at ↵
2
s
, and at q

cut

T
= 1–5GeV still

contribute 5%–10% of the total ↵3
s
coe�cient. Together

with the current precision of the nonsingular data, this
makes the above di↵erential subtraction procedure essen-
tial to our results.

Evaluating Eq. (15) either at fixed order or including
resummation, we obtain our final results for the total
fiducial cross section presented in Fig. 3. The poor con-
vergence at fixed order is largely due to the fiducial power
corrections. To see this,

�
FO

incl
= 13.80 [1 + 1.291 + 0.783 + 0.299] pb ,

�
FO

fid
/B�� = 6.928 [1 + (1.300 + 0.129fpc)

+ (0.784� 0.061fpc)

+ (0.331 + 0.150fpc)] pb . (17)

The successive terms are the contributions from each or-
der in ↵s. The numbers with “fpc” subscript are the
contributions of the fiducial power corrections in Eq. (7)
integrated over qT  130GeV. The corrections with-
out them are almost identical to the inclusive case. The
fiducial power corrections break this would-be universal
acceptance e↵ect, causing a 10% correction at NLO and
NNLO and a 50% correction at N3LO and showing no
perturbative convergence.

Integrating W
(0) over qT , all qT logarithms and re-

summation e↵ects formally have to cancel. (Numerically,
this strongly depends on the specific implementation of
resummation and matching. We have verified explicitly
that it is well satisfied in our approach.) For the fiducial
power corrections, the nontrivial qT dependence of the
acceptance spoils this cancellation and induces residual
logarithmic dependence on pL/mH in the integral. This
causes the large corrections in Eq. (17), which get re-
summed using the resummed �

sing in Eq. (15). Together

with timelike resummation, this leads to the excellent
convergence of the resummed results in Fig. 3, very sim-
ilar to the inclusive case [73],

�incl = 24.16 [1 + 0.756 + 0.207 + 0.024] pb ,

�fid/B�� = 12.89 [1 + 0.749 + 0.171 + 0.053] pb . (18)

To conclude, our best result for the fiducial Higgs cross
section at N3LL0+N3LO for the cuts in Eq. (1) reads

�fid/B�� = (25.41± 0.59FO ± 0.21qT ± 0.17'

± 0.06match ± 0.20nons) pb

= (25.41± 0.68pert) pb . (19)

Multiplying by B�� = (2.270± 0.047)⇥ 10�3 [107–109],

�fid = 57.69 (1± 2.7%pert ± 2.1%B (20)

± 3.2%PDF+↵s ± 2%EW ± 2%t,b,c) fb ,

where we also included approximations of additional un-
certainties. The PDF+↵s uncertainty is taken from the
inclusive case [24, 109]. For the inclusive cross section,
NLO electroweak e↵ects give a +5% correction [110],
while the net e↵ect of finite top-mass, bottom, and charm
contributions is�5% (in the pole scheme we use). We can
expect roughly similar acceptance corrections for both,
and therefore keep the central result unchanged but in-
clude a conservative 2% uncertainty (40% of the expected
correction) for each e↵ect. Their proper treatment re-
quires incorporating them into the resummation frame-
work, which we leave for future work.
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Note added. While finalizing this work, we became

aware of complementary work computing fiducial ra-
pidity spectra in Higgs production at N3LO using the
Projection-to-Born approach [111]. The perturbative in-
stabilities observed there are avoided here by resumming
the responsible fiducial power corrections.
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where we also included approximations of additional un-
certainties. The PDF+↵s uncertainty is taken from the
inclusive case [24, 109]. For the inclusive cross section,
NLO electroweak e↵ects give a +5% correction [110],
while the net e↵ect of finite top-mass, bottom, and charm
contributions is�5% (in the pole scheme we use). We can
expect roughly similar acceptance corrections for both,
and therefore keep the central result unchanged but in-
clude a conservative 2% uncertainty (40% of the expected
correction) for each e↵ect. Their proper treatment re-
quires incorporating them into the resummation frame-
work, which we leave for future work.
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contribute 5%–10% of the total ↵3
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coe�cient. Together

with the current precision of the nonsingular data, this
makes the above di↵erential subtraction procedure essen-
tial to our results.

Evaluating Eq. (15) either at fixed order or including
resummation, we obtain our final results for the total
fiducial cross section presented in Fig. 3. The poor con-
vergence at fixed order is largely due to the fiducial power
corrections. To see this,
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fiducial power corrections break this would-be universal
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NNLO and a 50% correction at N3LO and showing no
perturbative convergence.
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summation e↵ects formally have to cancel. (Numerically,
this strongly depends on the specific implementation of
resummation and matching. We have verified explicitly
that it is well satisfied in our approach.) For the fiducial
power corrections, the nontrivial qT dependence of the
acceptance spoils this cancellation and induces residual
logarithmic dependence on pL/mH in the integral. This
causes the large corrections in Eq. (17), which get re-
summed using the resummed �

sing in Eq. (15). Together

with timelike resummation, this leads to the excellent
convergence of the resummed results in Fig. 3, very sim-
ilar to the inclusive case [73],

�incl = 24.16 [1 + 0.756 + 0.207 + 0.024] pb ,
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where we also included approximations of additional un-
certainties. The PDF+↵s uncertainty is taken from the
inclusive case [24, 109]. For the inclusive cross section,
NLO electroweak e↵ects give a +5% correction [110],
while the net e↵ect of finite top-mass, bottom, and charm
contributions is�5% (in the pole scheme we use). We can
expect roughly similar acceptance corrections for both,
and therefore keep the central result unchanged but in-
clude a conservative 2% uncertainty (40% of the expected
correction) for each e↵ect. Their proper treatment re-
quires incorporating them into the resummation frame-
work, which we leave for future work.
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Linear power corrections and perturbative instability
Problems related to symmetric / asymmetric cuts have been known since a long time 

Perturbative instability induced by sensitivity to soft radiation in configurations close to the back-to-back limit 
[Klasen, Kramen ’96][Harris, Owen ’97][Frixione, Ridolfi ’97]

Linear sensitivity of the acceptance at small  leads to a (alternating sign) factorial growthqT
[Salam, Slade ’21]
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inclusive case [24, 109]. For the inclusive cross section,
NLO electroweak e↵ects give a +5% correction [110],
while the net e↵ect of finite top-mass, bottom, and charm
contributions is�5% (in the pole scheme we use). We can
expect roughly similar acceptance corrections for both,
and therefore keep the central result unchanged but in-
clude a conservative 2% uncertainty (40% of the expected
correction) for each e↵ect. Their proper treatment re-
quires incorporating them into the resummation frame-
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Linear power corrections and perturbative instability
Problems related to symmetric / asymmetric cuts have been known since a long time 

Perturbative instability induced by sensitivity to soft radiation in configurations close to the back-to-back limit 
[Klasen, Kramen ’96][Harris, Owen ’97][Frixione, Ridolfi ’97]

Linear sensitivity of the acceptance at small  leads to a (alternating sign) factorial growthqT

[Salam, Slade ’21]

Solution 2: Resorting to alternative definition of cuts can 
resolve the issue of linear fiducial power corrections altogether

Solution 1: Linear fiducial power corrections can be 
resummed at all orders in perturbation theory
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Linear power corrections and Drell-Yan@NNLO
[Alekhin, …, LR et al 2405.19714] 
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(A)Symmetric cuts: impact on DY rapidity distribution
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Linear power corrections and Drell-Yan@NNLO

(A)Symmetric cuts: impact on DY rapidity distribution

[Alekhin, …, LR et al 2405.19714] 
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Linear power corrections and Drell-Yan@N3LO
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• Alternative set of cuts which does not suffer from 
linear power corrections 

• Improved convergence, result independent of the 
recoil procedure

Linear power corrections and Drell-Yan@N3LO
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Linear power corrections and Drell-Yan@N3LO
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Drell-Yan: transverse observables
Kinematic distributions which involve the production of a lepton pair in association with QCD radiation play a 
special role, as they are sensitive to accompanying hadronic activity only through kinematic recoil

Measurement of transverse and angular observables 
often lead to very small experimental uncertainties 

[ATLAS 2019]
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Figure 3: The systematic uncertainties for the electron channel measurement (left) and muon channel measurement
(right) for the normalized ?

✓✓

T (upper row) and normalized q
⇤

[
(lower row). The statistical uncertainties are a

combination of the uncertainties due to limited data and MC sample sizes. The ?
✓✓

T distribution is split into linear
and logarithmic scales at 30 GeV. Some uncertainties are larger than 2% for ?✓✓T > 200 GeV and hence cannot be
displayed. The corresponding uncertainties are also summarized in Table 4.

The normalized di�erential cross-sections 1/ffid ⇥ dffid/d?
✓✓

T and 1/ffid ⇥ dffid/dq
⇤

[
measured in the

two decay channels as well as their combination are illustrated in Figure 4. When building the j
2 for

combination procedure, the measurement uncertainties are separated into those from bin-to-bin uncorrelated
sources and those from bin-to-bin correlated sources, the latter largely reduced due to the normalization
by the fiducial cross-section. The normalized di�erential measurements are combined at Born level
following the B��� prescription. The resulting j

2
/#dof = 47/44 for the combination for ?

✓✓

T and the
j

2
/#dof = 32/36 for q⇤

[
indicate good agreement between the two channels.3 The combined precision is

between 0.1% and 0.5% for ?✓✓T < 100 GeV, rising to 10% towards the high end of the spectrum, where the
overall precision is limited by the data and MC sample size. The combined results for both distributions are
presented in Table 4 including statistical and bin-to-bin uncorrelated and correlated systematic uncertainties.
The measurement results are reported at Born level and factors :dr, the binwise ratio of dressed and born
level results, are given to transfer to the dressed particle level.

3 The j
2
/#dof is still good when taking into account only bins with ?

✓✓

T > 50 GeV.

11

1%

Fixed-order perturbative description breaks in the 
 limit, due to the appearance of  large 

logarithms of , which must be resummed lest 
they spoil the perturbative convergence

pT → 0
pT /mℓℓ

Resummation for DY production performed within a 
variety of formalisms (direct QCD in b or 
momentum space, SCET, TMD) with high-
logarithmic accuracy N3LL’ (  and 

). N4LL ingredients partially available 
αn

S lnn−2 qT /M
αn

S ln2n−6 qT /M

https://arxiv.org/pdf/1912.02844
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3.2 Total fiducial cross-section 3 RESULTS

Table 2.: Fiducial cuts for Z ! l+l� used in the CMS
13TeV analysis [3].

Lepton cuts qlT > 25GeV, |⌘l| < 2.4

Separation cuts 76.2GeV < ml+l� < 106.2GeV,

|yl+l� | < 2.4

and data at the highest order. Going from ↵2
s to ↵3

s

decreases uncertainties and improves agreement with
data noticeably at both large and small qT . In the
first bin 0GeV < qT < 1GeV we notice a relatively
large difference to the data, but this is also where one
would expect a non-negligible contribution from non-
perturbative effects. We note that the impact of the
corrections included in N4LLp is a noticeable shift in this
distribution, compared to N3LL’, as discussed further in
appendix B.

For the �⇤ distribution shown in fig. 4 results are over-
all very similar. For the transverse momentum distri-
bution we neglect matching corrections at ↵3

s below
qT < 5GeV. Here we correspondingly neglect them be-
low �⇤ < 5GeV/mZ ⇠ 0.05 and at lower orders below
�⇤ < 1GeV/mZ ⇠ 0.01, an overall per-mille level effect
in that region.

Since our resummation implementation is fully differ-
ential in the electroweak final state we can naturally
also present the transverse momentum distribution of
the final state lepton, see fig. 5. This is plagued by
a Jacobian peak at fixed-order and crucially requires
resummation. The higher-order ↵3

s corrections further
stabilize the results with smaller uncertainties.

3.2. Total fiducial cross-section

In table 3 we present total fiducial cross sections. Uncer-
tainties of the fixed-order NNLO (↵2

s) result, obtained
by taking the envelope of a variation of renormalization
and factorization scales by a factor of two, are partic-
ularly small at the level of 0.5% and do not improve
towards N3LO with large corrections. The resummation
improved results are obtained by integrating over the
matched qT spectrum shown in fig. 3. Uncertainties
of the resummation improved predictions are obtained
by taking the envelope of the variation of hard, low
and rapidity scales in the fixed-order and resummation
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Figure 3.: Differential transverse-momentum resumma-
tion improved predictions for the ql

�l+
T distri-

bution at order ↵s, ↵2
s and ↵3

s.

region. The matching uncertainty from the transition
function variation is quoted separately. We estimate the
effect of neglecting matching corrections at ↵3

s below
qT  5GeV to be less than 1 pb.

The resummation improved result at ↵s has large un-
certainties that stem from an insufficient order of the
resummation (N2LL), which still has substantial un-
certainties in the Sudakov peak region (c.f. fig. 3).
The results quickly stabilize, with less than a percent
difference between the central ↵2

s and ↵3
s predictions.

Nevertheless, the uncertainties we obtain are noticeably
larger than the fixed-order uncertainties. We further
observe that going from N3LL/↵2

s to N4LLp/↵3
s does not

reduce uncertainties as substantially as when going from
↵s to ↵2

s. This is because the resummation uncertainties
around the Sudakov peak region at small qT ⇠ 5GeV
do not improve dramatically.

While this behavior, of only moderately decreasing un-
certainties going from ↵2

s to ↵3
s, is consistent with the

7

State-of-the-art predictions achieve N3LL’/aN4LL+N3LO accuracy2

ferential distributions of the final-state leptons. We ex-
ploit this calculation to carry out, for the first time, a
thorough study of the robustness of these theory predic-
tions in the presence of di↵erent sets of fiducial cuts. We
also present a detailed analysis of the reliability of the
computational method adopted, and show that reaching
a robust control over the involved systematic uncertain-
ties requires an excellent stability of the numerical calcu-
lation in deep infrared kinematic regimes.

Methodology.— The starting point of our calculation
for the production cross section d�DY of a Drell–Yan lep-
ton pair, di↵erential in its phase space and in the pair’s
transverse momentum p``T , is the formula:

d�N
3
LO+N

3
LL

DY
⌘ d�N

3
LL

DY
+d�NNLO

DY+jet
�
⇥
d�N

3
LL

DY

⇤
O(↵3

s)
(1)

where d�N
3
LL

DY
represents the N3LL resummed p``T dis-

tribution obtained in Ref. [59] with the computer code
RadISH [52, 103, 104], including the analytic constant

terms up to O(↵3
s); the quantity

⇥
d�N

3
LL

DY

⇤
O(↵3

s)
is its

expansion up to third order in ↵s, and d�NNLO

DY+jet
is the

di↵erential p``T distribution at NNLO (i.e. O(↵3
s)), ob-

tained with the NNLOJET code [15, 19, 20]. Eq. (1) is fi-
nite in the limit p``T ! 0: by integrating it inclusively
over p``T one can obtain predictions di↵erential in the
leptonic phase space at N3LO+N3LL perturbative ac-
curacy, allowing for the inclusion of fiducial cuts. An
important challenge in the evaluation of the integral of
Eq. (1) over p``T is given by the fact that both d�NNLO

DY+jet

and
⇥
d�N

3
LL

DY

⇤
O(↵3

s)
diverge logarithmically in the limit

p``T ! 0, and only their di↵erence is finite since the large
logarithmically divergent terms present in d�NNLO

DY+jet
are

exactly matched by those contained in
⇥
d�N

3
LL

DY

⇤
O(↵3

s)
.

Guaranteeing the cancellation of such divergences re-
quires high numerical precision in the NNLO distribu-
tion d�NNLO

DY+jet
down to very small values of p``T . Setting

d�NNLO

DY+jet
�

⇥
d�N

3
LL

DY

⇤
O(↵3

s)
= 0 for p``T  pcutT introduces

a slicing error of order O((pcutT /m``)n). If one integrates
inclusively over the leptonic phase space one has n = 2,
while the presence of fiducial cuts in general leads to the
appearance of linear terms with n = 1 [100, 105–107].
Starting from order ↵2

s, the corrections are further en-
hanced by logarithms of pcutT . The presence of these cor-
rections introduces a systematic uncertainty which can be
controlled by reducing the value of pcutT to a su�ciently
small value. This procedure is computationally demand-
ing especially in the presence of linear corrections, due to
the smaller value of pcutT required to achieve the indepen-
dence of the results of the slicing parameter. Such linear
corrections can be resummed at all orders in Eq. (1) [56]

by applying a simple recoil prescription [108] to d�N
3
LL

DY
,

and their inclusion would in principle allow for a larger
pcutT in the calculation. These e↵ects are accounted for in
Eq. (1), as discussed in Ref. [59]. As a consequence, our
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FIG. 1. Fiducial p``
T distribution at N3LO+N3LL (blue,

solid) and NNLO+NNLL (red, dotted) compared to ATLAS
data from Ref. [112]. The binning is linear up to 30GeV and
logarithmic above.

N3LO+N3LL fiducial predictions obtained by integrat-
ing Eq. (1) are only a↵ected by a slicing error of order
O((pcutT /m``)2).

The perturbative expansion of the N3LO+N3LL fidu-
cial cross section to third order in ↵s leads to the N3LO
prediction as obtained according to the qT -subtraction
formalism [102]. In this case, the outlined procedure to
include linear power corrections below pcutT in the N3LO
computation is analogous to that of Refs. [101, 109].
Since the fiducial cross section can be computed up to
NNLO using the NNLOJET code, which implements a sub-
traction technique [110, 111] that does not require the
introduction of a slicing parameter, in the fixed-order
results quoted in this letter we apply the above proce-
dure only to the computation of the N3LO correction,
while retaining the pcutT -independent result up to NNLO.
This e↵ectively suppresses the slicing error in our fiducial
N3LO cross section to O(↵3

s (p
cut

T /m``)2).

In general, the presence of linear fiducial power cor-
rections indicates an arguably undesirable sensitivity of
the fiducial cross section to the infrared region in which
QCD radiation has small transverse momentum, which
compromises the stability of the perturbative series [100].
These issues can be avoided by modifying the definition
of the fiducial cuts in such a way that the scaling of the
power corrections be quadratic across most of the lep-
tonic phase space. In the following we present a calcula-
tion of Eq. (1) and of the fiducial cross section both for
the standard (symmetric) cuts adopted by LHC experi-
ments [112, 113], where the same cut is imposed on trans-
verse momentum of the final state leptons, as well as for
the modified (product) cuts proposed in Ref. [100], where

direct-space approach (RadISH) SCET formalism (Cute-MCFM)

Excellent description of experimental data, with residual scale uncertainties at the few % level

[Chen, Gehrman, Glover, Huss, Monni, Re, LR, Torrielli 2022] [Neumann, Campbell 2022]

Drell-Yan: precise description of the transverse momentum spectra
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W and Z production: understanding correlations

Precise data on  spectrum can be employed in measurement of  
only indirectly, by modelling the differences between  and  
production processes

qZ
T mW

Z W

1
σW

dσW

qW
T

∼
1

σZ
data

dσZ
data

qZ
T

1
σW

theory

dσW
theory

qW
T

1
σZ

theory

dσZ
theory

qZ
⊥

Z and W production share a similar pattern of QCD radiative 
corrections, but a precise understanding of the correlation 
between the two processes is crucial to propagate consistently 
the information
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[Bizon, Gehrmann-De Ridder, Gehrmann, Glover, Huss, Monni, Re, LR, Walker ’19] 

e.g.  determination by ATLASmW

Alternative uncertainty estimate: each resummation order only 
depends on a few semi-universal parameters: treat them as 
theory nuisance parameters [Tackmann, 2411.18606]
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Transverse momentum inW production
Direct measurement of W transverse momentum would provide a direct way to test W/Z modelling and reduce the 
related uncertainties in a measurement of  mW
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Figure 28: Measurements of normalised differential distributions at
p
B = 13 TeV (black points) for (a) ,� , (b) ,+,

(c) the sum ,
±, (d) / as well as (e) the ratios ,+

/,
� and (f) ,±

// compared to R��ISH and DYT���� predictions
with the NNPDF3.1 PDF set as described in the text. The shaded areas show the theoretical uncertainties derived
from variations of the QCD scales and PDFs, the latter only for the DYT���� predictions. The lower panels show the
ratio of prediction to data with data markers centred at one and error bars giving the total measurement uncertainties.

52

Low-pileup runs in recent ATLAS measurement show 
remarkable agreement with N3LL+N3LO (RadISH+NNLOJET) 
and NNLL+NNLO (DYTURBO) predictions 
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Transverse momentum inW production
Direct measurement of W transverse momentum would provide a direct way to test W/Z modelling and reduce the 
related uncertainties in a measurement of  mW
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Figure 28: Measurements of normalised differential distributions at
p
B = 13 TeV (black points) for (a) ,� , (b) ,+,

(c) the sum ,
±, (d) / as well as (e) the ratios ,+

/,
� and (f) ,±

// compared to R��ISH and DYT���� predictions
with the NNPDF3.1 PDF set as described in the text. The shaded areas show the theoretical uncertainties derived
from variations of the QCD scales and PDFs, the latter only for the DYT���� predictions. The lower panels show the
ratio of prediction to data with data markers centred at one and error bars giving the total measurement uncertainties.
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W/Z ratio is perturbatively stable but differs by a few % from 
the data assuming 100% correlation
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related uncertainties in a measurement of  mW

Low-pileup runs in recent ATLAS measurement show 
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and NNLL+NNLO (DYTURBO) predictions 

W/Z ratio is perturbatively stable but differs by a few % from 
the data assuming 100% correlation
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Figure 12. Normalised ratio of charged- to neutral-current Drell Yan di-lepton transverse momentum.
Variations of µR, and Q are correlated between the numerator and the denominator of the ratio, while
variations of µF are only constrained by 1/2  µ

num
F /µ

den
F  2. Left panel: perturbative progression

including QCD and EW effects. Right panel: effect of EW corrections on top of the QCD baseline.

in turn, hence full µF correlation may not be clearly justified. Decorrelating µF variations causes
a significant inflation in uncertainty bands, especially at small p``

t
and for predictions with lower

formal accuracy, as seen comparing the left panels of Fig. 12 and of Fig. 11. As a result of this
more conservative uncertainty estimate, predictions with and without EW effects in the right panel
of Fig. 12 are now marginally compatible.
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Figure 13. Comparison between RadISH+MATRIX and POWHEG for the normalised charged- to
neutral-current Drell Yan di-lepton transverse momentum. Fully correlated variations of µR, µF , and Q

are considered. Left panel: predictions including QCD as well as EW effects. Right panel: predictions
including solely QCD effects.

Finally, Fig. 13 reports the comparison of RadISH+MATRIX and POWHEG predictions
for the ratio observable, including QCD and EW contributions (left panel), or solely QCD effects
(right panel). Although the POWHEGQCD+EW predictions for individual p

``

t
distributions are

in reasonable agreement with the NLO+NLL0 RadISH+MATRIX ones, the left panel of Fig. 13
reveals a moderate shape discrepancy in the ratio (purple vs pink), with POWHEGQCD+EW being
steeper in the displayed range. The discrepancy is not covered assuming fully correlated uncer-

– 19 –

Tuned MC predictions (POWHEG+PY8) display the same level 
of discrepancy and are relatively insensitive to choice of tune, 
intrinsic , MPI and hadronisation effectskT

Hints towards a perturbative origin of this 
discrepancy

[Buonocore, LR, Torrielli ’24]
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Fiducial distributions and transverse momentum resummation

• Transverse momentum resummation affects observables sensitive to 
soft gluon emission as the lepton transverse momentum in Drell-Yan 

• Leptonic transverse momentum is a particularly relevant observable 
due to its importance in the extraction of the W mass 

• Inclusion of resummation effects necessary to cure (integrable) 
divergences due to the presence of a Sudakov shoulder at  mℓℓ /2

[Catani, de Florian, Ferrera, Grazzini ’15][Balázs, Yuan ’97]

[Catani, Webber ’97]

2

pret the extracted mW as the fundamental SM parame-
ter; on the other hand, the observable displays excellent
perturbative convergence, which enables a robust study
of the associated perturbative-QCD (pQCD) uncertain-
ties, and its theoretical description is systematically im-
provable by adding subleading QCD and EW e↵ects. The
simple dependence of the observable uponmW in turn al-
lows a plain study of the impact of non-perturbative QCD
(npQCD) e↵ects, as well as a consistent propagation of
their uncertainties in the prediction.

Lepton transverse momentum and sensitivity to mW .
The modelling of p`

? in CCDY requires a precise descrip-
tion of the QCD contributions to the transverse and lon-
gitudinal degrees of freedom of the final state [77]. At
leading order (LO) the charged lepton and the neutrino
are back-to-back, p`⌫

? = 0, thus, neglecting lepton masses
and the W -boson decay width �W , the p`

? distribution
has a sharp kinematical endpoint at p`

? = mW /2, which
is the origin of its sensitivity to the W -boson mass (see
also [78, 79]). Beyond LO in QCD, the region around the
endpoint develops a sensitivity to soft radiation, which in
turn generates an integrable singularity [80] in the fixed-
order di↵erential p`

? spectrum. The all-order treatment
of soft and collinear initial-state QCD radiation, achieved
by a resummation of enhanced logarithms log(p`⌫

? /mW ),
is therefore a central ingredient for a reliable descrip-
tion of p`

?. Such a resummation nowadays reaches next-
to-next-to-next-to-leading-logarithmic (N3LL) accuracy,
matched with the next-to-next-to-leading-order (NNLO)
predictions for the transverse-momentum spectrum [27].

In the following, we consider the p`
? distribution at the

Large Hadron Collider (LHC) with centre-of-mass energyp
S = 13 TeV and acceptance cuts p`

? > 20 GeV, M `⌫
? >

27 GeV, |⌘`| < 2.5, 66 GeV < M `⌫ < 116 GeV (⌘` and
M `⌫ being the charged-lepton rapidity and the lepton-
pair invariant mass, respectively), using the central
replica of the NNPDF4.0 NNLO proton PDF set [81] with
strong coupling constant ↵s(mZ) = 0.118 through the
LHAPDF interface [82]. We give predictions for three dif-
ferent QCD approximations, NLO+NLL, NNLO+NNLL
and NNLO+N3LL [83], using the RadISH [31, 84–86] code
for p`⌫

? resummation, with a fixed-order prediction pro-
vided by MCFM [87]. We match the two results using the
qT -subtraction formalism [88], with a technical slicing
cuto↵ qcut

T = 0.81 GeV in the MCFM calculation. Linear
fiducial power corrections are included in the RadISH pre-
diction through transverse recoil [28, 89] using the pre-
scription described in [90, 91]. We consider 21 values
of mW between 80.329 GeV and 80.429 GeV, in steps
of 5 MeV. Renormalisation, factorisation and resumma-

tion scales are chosen as µR,F = ⇠R,F

q
(M `⌫)2 + (p`⌫

? )2,

and µQ = ⇠Q M `⌫ , respectively. We estimate pQCD un-
certainties by varying ⇠R and ⇠F independently in the
range (1/2, 1, 2), excluding ⇠R,F /⇠F,R = 4, while keeping
⇠Q = 1/2 (7 variations). In addition, we consider the 2
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Figure 1. Upper panel: charged-lepton transverse-
momentum distribution in CCDY, computed with di↵erent
QCD approximations and referencemW = 80.379 GeV. Lower
panel: ratio of p`? distributions computed with two mW val-
ues di↵ering by 20 MeV.

variations of ⇠Q in (1/4, 1) at central values ⇠R = ⇠F = 1,
thereby obtaining a total envelope of 9 variations.

The upper panel of Figure 1 displays the perturbative
convergence of the p`

? distribution, for a given value of
mW = 80.379 GeV: one can notice how the inclusion
of higher-order pQCD e↵ects in resummed predictions
translates into a significant reduction of theoretical sys-
tematics. The lower panel of Figure 1 shows the impact
on the p`

? distribution of a 20-MeV shift of the reference
mW value. As evinced by the plot, such a shift induces
a shape distortion at the 0.5%-level around the jacobian
peak, an e↵ect which is clearly resolvable beyond the the-
oretical uncertainty. We also note that, starting from

[LR, P. Torrielli, A. Vicini ’23]

Alessandro Vicini - University of Milano                                                                                                                                                                                                                                                                                   Milano, February 1st 2023

The lepton transverse momentum distribution in charged-current Drell-Yan
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induced by the factor   .

When studying the W resonance region, the peak appears at 

Kinematical end point at MW/2  at LO

The decay width allows to populate the upper tail of the distribution

Sensitivity to soft radiation Ⱦ double peak at NLO-QCD

The QCD-ISR leading log resummation broadens the distribution
and cures the sensitivity to soft radiation at the jacobian peak.
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Fiducial distributions and transverse momentum resummation

• Transverse momentum resummation affects observables sensitive to 
soft gluon emission as the lepton transverse momentum in Drell-Yan 

• Leptonic transverse momentum is a particularly relevant observable 
due to its importance in the extraction of the W mass 

• Inclusion of resummation effects necessary to cure (integrable) 
divergences due to the presence of a Sudakov shoulder at  mℓℓ /2
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[Catani, Webber ’97]

EW corrections become 
relevant for correct shape
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pret the extracted mW as the fundamental SM parame-
ter; on the other hand, the observable displays excellent
perturbative convergence, which enables a robust study
of the associated perturbative-QCD (pQCD) uncertain-
ties, and its theoretical description is systematically im-
provable by adding subleading QCD and EW e↵ects. The
simple dependence of the observable uponmW in turn al-
lows a plain study of the impact of non-perturbative QCD
(npQCD) e↵ects, as well as a consistent propagation of
their uncertainties in the prediction.

Lepton transverse momentum and sensitivity to mW .
The modelling of p`
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tion of the QCD contributions to the transverse and lon-
gitudinal degrees of freedom of the final state [77]. At
leading order (LO) the charged lepton and the neutrino
are back-to-back, p`⌫

? = 0, thus, neglecting lepton masses
and the W -boson decay width �W , the p`

? distribution
has a sharp kinematical endpoint at p`

? = mW /2, which
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also [78, 79]). Beyond LO in QCD, the region around the
endpoint develops a sensitivity to soft radiation, which in
turn generates an integrable singularity [80] in the fixed-
order di↵erential p`

? spectrum. The all-order treatment
of soft and collinear initial-state QCD radiation, achieved
by a resummation of enhanced logarithms log(p`⌫

? /mW ),
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?. Such a resummation nowadays reaches next-
to-next-to-next-to-leading-logarithmic (N3LL) accuracy,
matched with the next-to-next-to-leading-order (NNLO)
predictions for the transverse-momentum spectrum [27].

In the following, we consider the p`
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? >

27 GeV, |⌘`| < 2.5, 66 GeV < M `⌫ < 116 GeV (⌘` and
M `⌫ being the charged-lepton rapidity and the lepton-
pair invariant mass, respectively), using the central
replica of the NNPDF4.0 NNLO proton PDF set [81] with
strong coupling constant ↵s(mZ) = 0.118 through the
LHAPDF interface [82]. We give predictions for three dif-
ferent QCD approximations, NLO+NLL, NNLO+NNLL
and NNLO+N3LL [83], using the RadISH [31, 84–86] code
for p`⌫

? resummation, with a fixed-order prediction pro-
vided by MCFM [87]. We match the two results using the
qT -subtraction formalism [88], with a technical slicing
cuto↵ qcut

T = 0.81 GeV in the MCFM calculation. Linear
fiducial power corrections are included in the RadISH pre-
diction through transverse recoil [28, 89] using the pre-
scription described in [90, 91]. We consider 21 values
of mW between 80.329 GeV and 80.429 GeV, in steps
of 5 MeV. Renormalisation, factorisation and resumma-

tion scales are chosen as µR,F = ⇠R,F
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and µQ = ⇠Q M `⌫ , respectively. We estimate pQCD un-
certainties by varying ⇠R and ⇠F independently in the
range (1/2, 1, 2), excluding ⇠R,F /⇠F,R = 4, while keeping
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variations of ⇠Q in (1/4, 1) at central values ⇠R = ⇠F = 1,
thereby obtaining a total envelope of 9 variations.

The upper panel of Figure 1 displays the perturbative
convergence of the p`

? distribution, for a given value of
mW = 80.379 GeV: one can notice how the inclusion
of higher-order pQCD e↵ects in resummed predictions
translates into a significant reduction of theoretical sys-
tematics. The lower panel of Figure 1 shows the impact
on the p`

? distribution of a 20-MeV shift of the reference
mW value. As evinced by the plot, such a shift induces
a shape distortion at the 0.5%-level around the jacobian
peak, an e↵ect which is clearly resolvable beyond the the-
oretical uncertainty. We also note that, starting from
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Drell-Yan: NLO EW

̂σab = ̂σ(0,0)
ab + ̂σ(1,0)

ab + ̂σ(2,0)
ab + ̂σ(3,0)

ab + …

+ ̂σ(0,1)
ab + …

+ ̂σ(1,1)
ab + …

• NLO EW corrections 

known since long time ago 
[S. Dittmaier and M. Kramer (2002)], [Baur,Wackeroth (2004)], [Baur, Brein, Hollik, 
Schappacher, Wackeroth (2002)], [Zykunov (2006,2007)] 

automatised and readily available in different generators 
[Les Houches 2017, 1803.07977] 
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Both  and  features large radiative corrections 
due to QED final state radiation at the jacobian peak

pℓ
T mT

The precise shape of  at the Jacobian peak determined 
by the interplay of QCD and QED corrections

pℓ
T

Impact of QED corrections and interplay with QCD

Large FSR QED removed relying on MC modelling 
(PHOTOS) 

Data/Theory comparisons made at the level of pure 
QCD models

[Barberio, van Eijk ,Was ’91][Golonka, Was, ’06]
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Figure 7. Upper plots: lepton-pair transverse mass (left plots) and lepton transverse momentum
(right plots) distributions in di↵erent approximations: without QCD corrections (Horace LO and
Horace with QED FSR PS) and with QCD corrections (Powheg-v2 NLO QCD + QCD PS
and Powheg-v2 NLO QCD + QCD PS interfaced to Photos) for the decay W

+
! µ

+
⌫ at the

LHC 14 TeV, with acceptance cuts as in table 11. Lower plots: relative contribution of QED FSR
normalized to the LO predictions and of QED FSR + mixed QCD-QED corrections normalized to
the Powheg-v2 NLO QCD + QCD PS predictions.

LO predictions (blue dots); we then consider the predictions in QCDNLOPS⇥QEDPS ap-

proximation and take the ratio with purely QCD corrected distributions (red dots). With

this ratio we express the impact of QED FSR corrections together with the one of mixed

QCD-QED terms present in a tool based on a factorized ansatz for the combination of

QCD and QED terms, removing exactly the e↵ect of pure QCD corrections. The QED

FSR corrections are common to the blue and red dots and the di↵erence between the two

sets of points is induced by the mixed QCD-QED corrections. As it can be seen from

figure 7, the shape and size of the QED FSR corrections to the transverse mass distribu-

tion is largely maintained after the inclusion of QCD corrections; the mixed QCD-QED

contributions are moderate but not negligible, with an e↵ect at the few per mille level. On

the contrary, the lepton pT distribution is strongly modified by mixed QCD-QED e↵ects,

which amount to some per cent and, more importantly, smear the varying shape of the

– 22 –

[Carloni Calame, Chiesa, Martinez, Montagna, Nicrosini, Piccinini, Vicini 1612.02841]
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Figure 7. Upper plots: lepton-pair transverse mass (left plots) and lepton transverse momentum
(right plots) distributions in di↵erent approximations: without QCD corrections (Horace LO and
Horace with QED FSR PS) and with QCD corrections (Powheg-v2 NLO QCD + QCD PS
and Powheg-v2 NLO QCD + QCD PS interfaced to Photos) for the decay W

+
! µ

+
⌫ at the

LHC 14 TeV, with acceptance cuts as in table 11. Lower plots: relative contribution of QED FSR
normalized to the LO predictions and of QED FSR + mixed QCD-QED corrections normalized to
the Powheg-v2 NLO QCD + QCD PS predictions.

LO predictions (blue dots); we then consider the predictions in QCDNLOPS⇥QEDPS ap-

proximation and take the ratio with purely QCD corrected distributions (red dots). With

this ratio we express the impact of QED FSR corrections together with the one of mixed

QCD-QED terms present in a tool based on a factorized ansatz for the combination of

QCD and QED terms, removing exactly the e↵ect of pure QCD corrections. The QED

FSR corrections are common to the blue and red dots and the di↵erence between the two

sets of points is induced by the mixed QCD-QED corrections. As it can be seen from

figure 7, the shape and size of the QED FSR corrections to the transverse mass distribu-

tion is largely maintained after the inclusion of QCD corrections; the mixed QCD-QED

contributions are moderate but not negligible, with an e↵ect at the few per mille level. On

the contrary, the lepton pT distribution is strongly modified by mixed QCD-QED e↵ects,

which amount to some per cent and, more importantly, smear the varying shape of the

– 22 –

Both  and  features large radiative corrections 
due to QED final state radiation at the jacobian peak

pℓ
T mT

The precise shape of  at the Jacobian peak determined 
by the interplay of QCD and QED corrections

pℓ
T

[Carloni Calame, Chiesa, Martinez, Montagna, Nicrosini, Piccinini, Vicini 1612.02841]

Impact of QED corrections and interplay with QCD

Large FSR QED removed relying on MC modelling 
(PHOTOS) 

Data/Theory comparisons made at the level of pure 
QCD models

[Barberio, van Eijk ,Was ’91][Golonka, Was, ’06]

Overall good description of the main QED effects;  
however, impact of full EW effects and the interplay 
with QCD corrections not transparent (assumption of 
complete factorization) 
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Mixed QCD EW corrections ×

̂σab = ̂σ(0,0)
ab + ̂σ(1,0)

ab + ̂σ(2,0)
ab + ̂σ(3,0)

ab + …

+ ̂σ(0,1)
ab + …

+ ̂σ(1,1)
ab + …

Neutral current DY NNLO QCDxEW 
[Bonciani, Buonocore, Grazzini, Kallweit,Rana, Tramontano, Vicini ’21] [Armadillo, 
Bonciani, Devoto, Rana, Vicini ’22] [Buccioni, Caola, Chawdhry, Devoto, Heller, von 
Manteuffel, Melnikov, Röntsch, Signorile-Signorile ‘22][ Armadillo, Bonciani, Buonocore, 
Devoto, Grazzini, Kallweit, Rana, Vicini ’24] 

Charged-current DY (2-loop amplitude QCDxEW) 
[Armadillo, Bonciani, Devoto, Rana, Vicini ’24] 

+ Results in pole approx 
[Dittmaier, Huss, and Schwinn (2014,2015)] [Dittmaier, Huss, and Schwarz (2024)]
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Mixed QCD EW corrections: results at NNLO×Phenomenology of Neutral Current Drell-Yan including exact NNLO QCD-EW corrections
T.Armadillo, R.Bonciani, L.Buonocore, S.Devoto, M.Grazzini, S.Kallweit, N.Rana, F.Tramontano, AV,   arXiv:2106.11953 , Phys.Rev.Lett. 128 (2022) 1, 012002  and arXiv:2412.16095

Non-trivial distortion of the rapidity distribution (absent in the naive factorised approximation) →  impact on PDF fits

Large effects below the Z resonance (the factorised approximation fails)  →  impact on the  determination

O(-1.5%) effects above the resonance neglected in standard additive tools                                            
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Small but non-trivial distortion of the rapidity 
distribution (absent in the naive factorised 
approximation); impact on PDF fits

Factorised approximation fails below the Z 
resonance; impact on  extractionsin2 θℓℓ

eff

[ Armadillo, Bonciani, Buonocore, Devoto, Grazzini, Kallweit, Rana, Vicini ’24]
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Small but non-trivial distortion of the rapidity 
distribution (absent in the naive factorised 
approximation); impact on PDF fits

Factorised approximation fails below the Z 
resonance; impact on  extractionsin2 θℓℓ

eff

[ Armadillo, Bonciani, Buonocore, Devoto, Grazzini, Kallweit, Rana, Vicini ’24]

How about recoil-sensitive observables?
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Intermezzo: direct space approach to transverse momentum resummation

Direct-space resummation in the RadISH formalism is based on a physical picture in which hard particles incoming 
to a primary scattering coherently radiate an ensemble of soft and collinear partons

dσ(sing)(qT)
dΦB

= ∫ dqT
dσsing

dqTdΦB
= ∫

dkt1

kt1
ℒ(kt1)e−R(kt1)ℱ(qT, ΦB, kt1)

R(kt1) = ∫
mℓℓ

kt1

dq
q

[A(αs(q))ln
mℓℓ

q
+ B(αs(q2))]

Universal Sudakov radiator: 
exponentiation of soft-collinear 
emissions, accounts for the tower 
of   termsαm

s αnlnm+nqT /M
Logarithmic accuracy defined in terms of L = ln(kt,1/mℓℓ)

ℒ(kt1) = ∑
cc̄

|ℳB |2
cc̄ ∑

i,j

[Cci ⊗ fi(kt1)](x1)[Cc̄j ⊗ fj(kt1)](x2)H

Collinear and hard functions

[Monni, Re, Torrielli 2016, Bizon, Monni, Re, LR, Torrielli 2017]
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Intermezzo: direct space approach to transverse momentum resummation

Direct-space resummation in the RadISH formalism is based on a physical picture in which hard particles incoming 
to a primary scattering coherently radiate an ensemble of soft and collinear partons

dσ(sing)(qT)
dΦB

= ∫ dqT
dσsing

dqTdΦB
= ∫

dkt1

kt1
ℒ(kt1)e−R(kt1)ℱ(qT, ΦB, kt1)

[Monni, Re, Torrielli 2016, Bizon, Monni, Re, LR, Torrielli 2017]

Goal: combine higher-order QCD resummation with the resummation 
of leading EW and mixed QCD-EW effects for bare muons

Result: flexible “analytic” resummation tool, including matching to 
available fixed-order results
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Resummation: combined radiator at NLL

QCD radiator

QED radiator encoding ISR can be obtained by abelianisation of the previous result

RQCD
NLL (kt1) = ∫

mℓℓ

kt1

dq
q

[A(αs(q2))ln
mℓℓ

q
+ B(αs(q2))]

RQED
NLL (kt1) = ∫

mℓℓ

kt1

dq
q

[A′￼(αs(q2))ln
mℓℓ

q
+ B′￼(αs(q2))]



TUM/MPP Collider Seminars Series, 10 Jun 202524

In presence of charged, massive final state particles (e.g. ) one needs to take into account the 
effect of additional QED soft wide-angle radiation (analogue to resummation for heavy quark pairs)

pp → μ+μ−, pp → μ+νμ

Resummation: combined radiator at NLL

RQED
NLL (kt1) = ∫

mℓℓ

kt1

dq
q

[A′￼(αs(q2))ln
mℓℓ

q
+ B′￼(αs(q2))]

[Catani, Grazzini, Torre ’14]
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Resummation: combined radiator at NLL

RQED
NLL (kt1) = ∫

mℓℓ

kt1

dq
q

[A′￼(αs(q2))ln
mℓℓ

q
+ B′￼(αs(q2))]

RQED
NLL (kt1) = ∫

mℓℓ

kt1

dq
q

[A′￼(αs(q2))ln
mℓℓ

q
+ B′￼(αs(q2)) + D′￼(αs(q2))]

= ∫
mℓℓ

kt1

dq
q

[A′￼(αs(q2))ln
mℓℓ

q
+ B̃′￼(αs(q2))]

In presence of charged, massive final state particles (e.g. ) one needs to take into account the 
effect of additional QED soft wide-angle radiation (analogue to resummation for heavy quark pairs)

pp → μ+μ−, pp → μ+νμ
[Catani, Grazzini, Torre ’14]
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Finally, to construct the combined QCD and QED radiator, one has to include the mixed QCD-QED contributions to 
the running of the QCD and QED couplings

d ln αs(μ2)
d ln μ2

= β(αs(μ2)) ⟶
d ln αs(μ2)

d ln μ2
= β(αs(μ2), α(μ2))

d ln α(μ2)
d ln μ2

= β′￼(α(μ2)) ⟶
d ln α(μ2)

d ln μ2
= β′￼(α(μ2), αs(μ2))

Resummation: combined radiator at NLL

RQED
NLL (kt1) = ∫

mℓℓ

kt1

dq
q

[A′￼(αs(q2))ln
mℓℓ

q
+ B′￼(αs(q2))]
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Final form of the combined QCD and QED radiator at NLL (see also [Cieri, Ferrera, Sborlini, 2018][Autieri, Cieri, Ferrera, Sborlini, 2023])

RQCD+QED
NLL (L) = − Lg1(αsL) − g2(αsL) − Lg′￼1(αL) − g′￼2(αL) − g1,1(αsL, αL) − g′￼1,1(αL, αsL)

At this accuracy, the same form can be used in direct space formulation

σ(qT) = σ0 ∫
dv1

v1 ∫
2π

0

dϕ1

2π
e−RQCD+QED(v1)R′￼(v1) d𝒵Θ (qT − | ⃗kt,i + ⋯ ⃗kt,n+1 | ))

Formula now describes an ensemble of gluons and photons recoiling against a colourless (possibly charged) system

Resummation: combined radiator at NLL

d𝒵 = ϵR′￼(kt,1)
∞

∑
n=0

1
n!

n+1

∏
i=2

∫
1

ϵ

dζi

ζi ∫
2π

0

dϕi

2π
R′￼(ζiv1)
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Resummation: direct-space formulation at NLL

dσ(qT)
dΦB

= ∫
dv1

v1 ∫
2π

0

dϕ1

2π
∂L(e−R(v1)ℒNLL(v1))R′￼(v1) d𝒵Θ (qT − | ⃗kt,i + ⋯ ⃗kt,n+1 | ))

Final formula at NLL, fully differential on Born variables, now including also the effect of hard-collinear radiation

ℒNLL(v1) = ∑
c,c′￼

d |ℳB |2
cc′￼

dΦB
fc(v1, x1)fc′￼

(v1, x2)

Formula can be straightforwardly promoted at ‘prime’ accuracy by including the hard-virtual and hard-collinear terms*

ℒNLL′￼
(v1) = ∑

c,c′￼

d |ℳB |2
cc′￼

dΦB ∑
i,j

∫
1

x1

dz1

z1 ∫
1

x2

fi(v1, x1)fj(v1, x2)

× {δciδc′￼jδ(1 − z1)δ(1 − z2)[1 +
αs

2π
H1(μR) +

α
2π

H̃′￼1(μR)]
+[ αs

2π
Cci,1δ(1 − z2)δc′￼j +

α
2π

C′￼ci,1δ(1 − z2)δc′￼j + {z1, c, i ↔ z2, c′￼, j}]}

*EW term also includes a 
contribution from soft 
wide-angle radiation



TUM/MPP Collider Seminars Series, 10 Jun 202527

Resummation: mixed QCDxQED corrections

dσ(qT)
dΦB

= ∫
dv1

v1 ∫
2π

0

dϕ1

2π
∂L(e−R(v1)ℒNLL′￼

(v1))R′￼(v1) d𝒵Θ (qT − | ⃗kt,i + ⋯ ⃗kt,n+1 | ))

Provided that relevant mixed QCDxQED corrections are included in the evolution of the PDFs (which is the case for e.g. 
NNPDF31luxQED PDFs) the above formula already contains the bulk of the mixed  corrections𝒪(ααs)

The expansion of the above formula at order  matches the fixed-order result at small  with the exception of a 
single logarithmically enhanced term, whose contribution is included in the (NNLL) coefficient , which can be 
obtained by direct abelianisation of the NNLL QCD coefficient 

𝒪(ααs) qT
B11

B2

R̃QCD+QED
NLL (L) = RQCD+QED

NLL (L) +
α
2π

αs

2π
B11L

By exponentiating the  term the NLL radiator can be promoted toB11

Such that the formula above also predicts all the  logarithmically-enhanced terms𝒪(ααs)

[Buonocore, LR, Torrielli ’24]
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Resummation: mixed QCDxQED corrections

Finally, the luminosity can be upgraded to contain also the hard-collinear mixed terms entering at 𝒪(ααs)

ℒNLL′￼
(v1) → ℒNLL′￼

(v1) + ∑
c,c′￼

d |ℳB |2
cc′￼

dΦB ∑
i,j

∫
1

x1

dz1

z1 ∫
1

x2

fi(v1, x1)fj(v1, x2)

× {δciδc′￼jδ(1 − z1)δ(1 − z2)[ αs

2π
α
2π

H̃11(μR)]
+[ αs

2π
α
2π

Cci,11δ(1 − z2)δc′￼j + {z1, c, i ↔ z2, c′￼, j}]}
Allows for a consistent matching at 𝒪(ααs)

dσ(qT)
dΦB

= ∫
dv1

v1 ∫
2π

0

dϕ1

2π
∂L(e−R(v1)ℒNLL′￼

(v1))R′￼(v1) d𝒵Θ (qT − | ⃗kt,i + ⋯ ⃗kt,n+1 | ))

[Buonocore, LR, Torrielli ’24]
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Resummation: direct-space formulation beyond NLL

The RadISH formalism can be extended beyond NLL accuracy by including consistently higher towers of logarithmic 
terms

dΣ(v)
dΦB

= ∫
dkt1

kt1

dϕ1

2π
∂L (−e−R(kt1)ℒN3LL′￼(kt1))∫ d𝒵Θ (v − V({p̃}, k1, …, kn+1))

+∫
dkt1

kt1

dϕ1

2π
e−R(kt1) ∫ d𝒵∫

1

0

dζs

ζs

dϕs

2π {(R′￼(kt1)ℒNNLL(kt1) − ∂LℒNNLL(kt1))

+
α2

s (kt1)
π2

̂P(0) ⊗ ̂P(0) ⊗ ℒNLL′￼(kt1) − β0
α3

s (kt1)
π2 ( ̂P(0) ⊗ Ĉ(1) + Ĉ(1) ⊗ ̂P(0)) ⊗ ℒNLL(k(t1) +

α3
s (kt1)
π2

2β0 ln
1
ζs

̂P(0) ⊗ ̂P(0) ⊗ ℒNLL(k(t1)

+
1
2 ∫

dkt1

kt1

dϕ1

2π
e−R(kt1) ∫ d𝒵∫

1

0

dζs1

ζs1

dϕs1

2π ∫
1

0

dζs2

ζs2

dϕs2

2π
R′￼(kt1){ℒNLL(kt1)(R′￼′￼(kt1))2 ln

1
ζs1

ln
1

ζs2
− ∂LℒNLL(kt1)R′￼′￼(kt1)(ln

1
ζs1

+ ln
1

ζs2 )

+
α2

s (kt1)
π2

̂P(0) ⊗ ̂P(0) ⊗ ℒNLL(kt1) +
α2

s (kt1)
π2 (ln

1
ζs1

+ ln
1

ζs2 ) R′￼′￼(kt1) ̂P(0) ⊗ ̂P(0) ⊗ ℒNLL(k(t1) − ln
1

ζs1
ln

1
ζs2

(R′￼′￼(kt1)2∂LℒNLL(k(t1)

+
α2

s (kt1)
π3

̂P(0) ⊗ ̂P(0) ⊗ ̂P(0) ⊗ ℒNLL(kt1)} × {Θ (v − V({p̃}, k1, …, kn+1, ks1, ks2)) − Θ (v − V({p̃}, k1, …, kn+1, ks1))−

Θ (v − V({p̃}, k1, …, kn+1, ks2)) + Θ (v − V({p̃}, k1, …, kn+1))} + 𝒪 (αn
s ln2n−7 1

v )

+
α3

s (kt1)
2π2 ( ̂P(0) ⊗ ̂P(1) + ̂P(1) ⊗ ̂P(0)) ⊗ ℒNLL(k(t1)} × {Θ (v − V({p̃}, k1, …, kn+1, ks)) − Θ (v − V({p̃}, k1, …, kn+1))}

× (R′￼′￼(kt1)ln
1
ζs

+
1
2

R′￼′￼′￼(kt1)ln2 1
ζs ) − R′￼(kt1)(∂LℒNNLL(kt1) − 2

β0

π
α2

s (kt1) ̂P(0) ⊗ ℒNLL(kt1)ln
1
ζs )

[Re, LR, Torrielli ’21]

Formula at N3LL’QCD accuracy

N3LL’QCD+NLL’QED resummation can be 
straightforwardly achieved by modifying 
the contribution entering at NLL
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We expand the resummation formula and we compute (N)NLO predictions via qT subtraction

dσNkLO
X ≡ ℋNkLO

X ⊗ dσLO
X + [dσNk−1LO

X+jet − [dσNkLL
X ]𝒪(αk

s )]qT>qcut
t

+ 𝒪((qcut
T /M)n)

Validation

Comparison against independent (N)NLO computation in MATRIX guarantees that resummation coefficients + hard-
virtual / soft-wide angle terms are correctly implemented

NB: above cut part in RadISH predictions always computed with MATRIX

Validation performed for all individual channels up to ; photon-induced contributions in NC DY implemented 
only up to 

𝒪(αsα)
𝒪(α)

Percent-level control of ,  corrections at the level of the total cross-section within fiducial cuts in the 
setups considered

𝒪(α) 𝒪(αsα)
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Validation: fiducial predictions for Z production

Percent-level agreement at the level of differential distributions

technical challenge in the implementation of eq. (3.2) is related to the fact that dωFO and
[
dωRES

]
FO

are separately divergent in the small-pµµ
t

limit, and only their di!erence is integrable. This is
typically handled by introducing a slicing parameter rcut (or pµµ

t,cut
) and cutting o! such a di!erence

for p
µµ

t
/m

µµ
< rcut (or p

µµ

t
< p

µµ

t,cut
). The correct fixed-order rate is obtained ideally by taking the

limit of slicing parameter going to 0, in practice by considering as small cut-o! values as possible,
compatibly with the numerical stability of the result.
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Figure 1. Fixed-order validation of the O(ωsω) (left panel) and O(ω) (right panel) contributions to the
fiducial cross section.

In Fig. 1 we validate our implementation of eq. (3.2) at the level of fiducial cross section (i.e. in-
clusively integrated over pµµ

t
), separately for the O(εsε) contribution (left panel), and for the O(ε)

contribution (right panel). The displayed results are summed over all contributing partonic chan-
nels, but validation plots of similar quality (except for the reduced statistics) have been produced
for the individual channels. The pink bars are RadISH+MATRIX predictions as functions of
rcut, with bar widths representing the numerical integration error associated with the result. The
RadISH+MATRIX label indicates that RadISH is responsible for the resummation components
of eq. (3.2), while MATRIX provides the fixed order. The results labelled as MATRIX are based
instead on an independent implementation of qT subtraction. For consistency, the same fixed or-
der component is used for the two predictions. The yellow band is an analytic extrapolation of the
RadISH+MATRIX result to rcut → 0, obtained by fitting the pink curve with a linear pµµ

t
function

enhanced by logarithms of pµµ
t

. The green reference band is the fixed-order correction to the fiducial
cross section as obtained with MATRIX, and results are displayed as a relative di!erence with re-
spect to the latter. We note that the size of the extrapolation band generally depends on the specific
function used for the fit of the rcut dependence. The functions used in the RadISH+MATRIX
predictions include the expected powers of logarithmically-enhanced contributions at O(εsε) and
O(ε), while MATRIX always adopts a quadratic function for its fit.

Inspection of the two panels of Fig. 1 immediately reveals the computational challenges re-
lated to these calculations: large linear power corrections in p

µµ

t
require extremely small values of

rcut for the qT -subtracted prediction to become asymptotic, especially for the O(εsε) correction.
Such logarithmically-enhanced linear power corrections cannot be entirely reabsorbed via trans-
verse recoil [77, 89], for instance using the procedure outlined in [162, 163], as they are in part
caused by EW radiation [164] o! the final-state leptons. For all coupling combinations we consider,
the RadISH+MATRIX prediction correctly reproduces the MATRIX result in the asymptotic
rcut → 0 limit, within the respective numerical uncertainties. This represents a particularly pow-

– 8 –

erful test for all aspects of the implementation. In particular, the logarithmic structure of the
expanded cross section

[
dωRES

]
FO

is checked with high accuracy to reproduce the one of the fixed-
order calculation dωFO, which is based on an independent numerical implementation. Moreover,
a positive outcome of the plots in Fig. 1 also tests that the cumulative resummed prediction and
its perturbative expansion coincide asymptotically in the p

µµ

t
→ ↑ limit. Although for the sake of

clarity we show this behaviour only for µR = µF = m
µµ in Fig. 1, we have successfully tested it for

all 7 uncorrelated µR and µF variations around the central choice.
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Figure 2. Fixed-order comparison of the RadISH+MATRIX implementation against MATRIX, di!er-
entially with respect to the di-muon transverse mass.

In Fig. 2 we show the di-muon transverse-mass distribution at fixed order, including NNLO
QCD (i.e. O(ε2

s
)) and NLO EW (i.e. O(ε)) corrections with respect to Born level, obtained both

with RadISH+MATRIX (yellow) and with MATRIX (green). The transverse mass is defined as
m

µµ

t
=

(
2 pµ

+

t
p
µ

→

t
(1↓ cos!ϑ

µµ)
)1/2, with !ϑ

µµ being the azimuthal separation of the two leptons.
The plot is obtained with a slicing parameter p

µµ

t,cut
= 0.1 GeV. It employs the same setup as

detailed above, with the exception of the centre-of-mass energy, now set to
↔
s = 13 TeV, and the

the selection cuts of eq. (3.1), which are replaced by the ATLAS cuts of Ref. [14]:

p
µ

±

t
> 27GeV , |ϖ

µ±
| < 2.5 , 66GeV < m

µµ
< 116GeV . (3.3)

In the whole mµµ

t
phase space, the RadISH+MATRIX fixed-order prediction is checked to precisely

reproduce the MATRIX one both in shape and in normalisation. This holds for the central value
of the prediction, as well as for the theoretical uncertainty band, obtained with a 7-point variation
of µR and µF by factors of 2 around the common central value m

µµ. The quality of the agreement
is comparable across the entire m

µµ

t
spectrum, namely both below and above the jacobian peak

at m
µµ

t
= mZ . As QCD and EW mechanisms have di!erent relative importance in the various

m
µµ

t
regions, the successful comparison shown in Fig. 2 is a highly non-trivial test of their correct

inclusion within our numerical framework. We stress that such a stringent di!erential test is possible
only upon controlling the final-state leptons fully exclusively over their fiducial phase space, as our
formalism in eq. (2.1) allows us to do.

4 Phenomenological results

For the phenomenological results of this section we consider both NCDY and CCDY at the 13
TeV LHC, in Sec. 4.1 and Sec. 4.2 respectively. The setup we use for NCDY is detailed at the
beginning of Sec. 3, with the fiducial cuts of eq. (3.3). In the case of CCDY, we consider the process

– 9 –
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W and Z production: the role of EW corrections
QED and mixed QCD-EW correction patterns in W and Z production differ due to the different number of charged 
legs in NC and CC Drell-Yan production

LL QED and (factorizable) QCD/EW corrections are typically estimated by interfacing QCD Monte Carlo programs with 
dedicated QED shower programs, such as PHOTOS
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Figure 6. Comparison of matched RadISH+MATRIX spectra (purple and orange) against
POWHEGQCD+EW predictions (pink) for the di-muon transverse momentum, the positively charged muon
transverse momentum, and the di-muon transverse mass in neutral-current Drell Yan.

(purple lines) within their respective uncertainties. Both are confronted to our best predictions
(orange lines) to assess the numerical impact, with respect to the current state of the art, of the
terms included in the present article for the first time. For clarity, we stress that the purple and
orange RadISH+MATRIX predictions are the same (with identical colour code) as displayed in
the left panels of Figs. 3 to 5.

Starting with the di-muon transverse momentum p
µµ

t
in the upper-left panel of Fig. 6, we note

that the RadISH+MATRIX (purple) and POWHEGQCD+EW (pink) central predictions are in
reasonable shape agreement in the resummation region p

µµ

t
. 20 GeV. As far as the hard p

µµ

t
tail is

concerned, we instead observe a different shape between the two generators. We have checked that
the RadISH+MATRIX result reproduces the fixed-order one from p

µµ

t
' 50 GeV on. Conversely,

the transition region between resummed and fixed-order regimes is shifted to larger transverse
momenta and is broader in the POWHEGQCD+EW description. This behaviour is controlled by the
parameters ruling the exponentiation of non-singular contributions in the POWHEG Sudakov form
factor [172, 173], implemented through the POWHEG damping mechanism. The main criterion
used to damp the non-singular regions is based on the departure of the real matrix element from
its soft and/or collinear approximations. For the plots in Fig. 6 we adopt the POWHEG option
bornzerodamp=0, enabling the exponentiation of the full NLO real matrix element. With this setting
the POWHEGQCD+EW tail gets accidentally close to the orange RadISH+MATRIX curve for
50 . p

µµ

t
. 150 GeV, although not featuring any exact NNLO information contained in the latter,

– 14 –

Availability of such a tool allows to compare QED showers to 
predictions with higher formal accuracy

NLL’EW+nNLL’MIX (including non-factorisable contributions) 
resummation available for the first time at the level of bare 
muons, allowing for a level of flexibility comparable to that 
of dedicated EW MC generators

Alternative assessment of robustness of QED FSR treatment in 
current analyses
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Impact on recoil-sensitive observables
pμ±

T > 27 GeV, |yμ | < 2.5, 66 GeV < mμμ < 116 GeV
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Differences between ‘best’ predictions and 
results with lower formal accuracy obtained 
with approximate corrections in parton 
showers based on a factorised approach  
[Barze’ et al (2012,2013], [Calame et al (2017)]

No matching at  𝒪(αsα)
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Impact on recoil-sensitive observables
pμ±

T > 27 GeV, |yμ | < 2.5, 66 GeV < mμμ < 116 GeV
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Differences between ‘best’ predictions and 
results with lower formal accuracy obtained 
with approximate corrections in parton 
showers based on a factorised approach  
[Barze’ et al (2012,2013], [Calame et al (2017)]

No matching at  𝒪(αsα)

However

Resummation of large logarithms of the lepton 
mass associated with fiducial cuts is missing 
Fixed-order terms retrieved upon matching. 
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Impact on recoil-sensitive observables
pμ±

T > 27 GeV, |yμ | < 2.5, 66 GeV < mμμ < 116 GeV

Differences between ‘best’ predictions and 
results with lower formal accuracy obtained 
with approximate corrections in parton 
showers based on a factorised approach  
[Barze’ et al (2012,2013], [Calame et al (2017)]

However

Resummation of large logarithms of the lepton 
mass associated with fiducial cuts is missing 
Fixed-order terms retrieved upon matching. 

With matching at  𝒪(αsα)
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PRELIMINARY  matching mandatory: it induces large 
corrections  

The situation can be mitigated by an improved 
treatment of the quasi-collinear photon emission 
region (WIP)

𝒪(αsα)
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Summary

• Modelling of theoretical uncertainties crucial for EW precision programme at the LHC 

• High-accuracy fixed order predictions, supplemented with resummation for observable sensitive to soft/
collinear radiation, needed to treat the acute disease of precision which afflicts us 

• Perturbative QCD predictions have reached a remarkable level of accuracy 

• Interplay with QED/mixed QCD/EW predictions mandatory for a successful precision programme, alongside 
comprehension of NP physics, PDF uncertainty, including MHOU (not discussed in this seminar) 

• Availability of analytic tools allows us to compare parton showers showers to predictions with higher formal 
accuracy 

• Monte Carlo tunes for sub-percent precision must be handled with care. Availability of accurate perturbative 
calculation may provide insight on tuning parameters to avoid unphysical correlations
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Non perturbative corrections and qZ
T

Power corrections
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d� =

Z
dx1dx2f(x1)f(x2)d�part(x1, x2)FJ(1 +O(⇤n

QCD/Q
n))

In principle, easy to imagine mechanisms for linear power corrections. 

Disastrous for precision programme (1 GeV/30 GeV ~ 3%)Non-perturbative effects in Z pT

29

[G
.P

. S
al
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]
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� ⇠
Z

dp?
p?

↵s(p?)

Because of azimuthally asymmetric 

color flow: linear terms could be 

generated 

Integrate over soft d.o.f. → NP

For many interesting observables, this does not happen! 
(→ see Paolo’s talk)

Collinear factorization valid up to power corrections 𝒪(Λn
QCD/Qn)

In principle, easy to imagine mechanisms for linear power corrections, which would be a disaster for precision 
programme at the LHC

Linear term could be generated when 
integrating over soft d.o.f. which is not 
azimuthally symmetric

Luckily, for  this does not happen!qT
[Ravasio, Limatola, Nason 2021]

[Caola, Ravasio, Limatola, Melnikov, Nason 2022]

No linear power corrections affect the 
transverse momentum spectrum 
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Treatment of non-perturbative corrections

Nevertheless, NP corrections can be sizeable in the first  bins. Often supplemented by introducing a non-
perturbative correction determined from data

qT
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FIG. 3. Comparison of lattice QCD parameterization of
the CS kernel compared with phenomenological parameteriza-
tions [36–41] of experimental data (BLNY, SV19, Pavia19,
MAP22, ART23, IFY23), and perturbative results from
Refs. [84–86] (N3LL).

quantify the relative goodness-of-fit for models including
di�erent parameter subsets. The minimum AIC model is
found to be (c0, k1) with c1 = k2 = 0 and BNP = 2 GeV.
The corresponding fit results are

c0 = 0.032(12), k1 = 0.22(8), (9)

with a ‰2/dof = 0.39. These fit results, and the re-
sulting parameterization of the CS kernel, are shown
in Fig. 2. Overall fit quality is illustrated through the
comparison of “param

q (bT , µ, a = 0) with best-fit val-
ues for (BNP, c0, c1, k1, k2) with the lattice QCD results
where discretization e�ects have been subtracted, i.e.,
“MS

q (bT , µ) © “MS
q (bT , µ, a) ≠ k1(a/bT ) using the best-fit

results for k1.
These continuum-limit results are compared with phe-

nomenological parameterizations of experimental data
in Fig. 3. In particular, the parameterization used
in Ref. [37] corresponds to the AIC-preferred param-
eterization used here and leads to a consistent result
cSV19

0 = 0.043(11) with BSV19
NP = 1.9(2) GeV. The global

fits performed in Ref. [40] also give a consistent result,
cART23

0 = 0.037(6), though in that work c1 is also included
as a fit parameter.

Fits to other parameter subsets (c0, k2) and (c0, k1, k2)
give consistent results for c0 at 1‡ with uncertainties that
di�er by <

≥ 10%. The magnitudes of k1 and k2 range
from 0.1 - 0.3 in all cases, which suggests that the size of
discretization e�ects is consistent with naive dimensional
analysis. Fits including BNP or c1 as free parameters give
consistent results for c0 with larger uncertainties.

Other parameterizations for the nonperturbative func-
tion DNP(b) have been used in fits to experimental
data [36, 87], for example the BLNY parameterization
D

BLNY
NP (b) = g2b2 with free parameters g2 and BNP (which

enters Dres). Fits to this parameterization with BNP = 1.5
GeV lead to the result g2 = 0.085(26) with compara-

ble goodness-of-fit, ‰2/dof = 0.58, to the fits using the
parametrization of Eq. (7) described above. This is con-
sistent with the phenomenological fit results of Ref. [41],
which use the same value of BNP and find g2 = 0.053(24).
These lattice QCD constraints on the CS kernel are there-
fore not su�cient to establish a clear preference between
functional forms for DNP; however they do provide a signif-
icant preference for the recent fit results from Refs. [37, 39–
41] in comparison with Ref. [38] and especially with older
BLNY fit results [36] at large bT .

Summary: This work presents the first lattice QCD
calculation of the CS kernel with systematic control of
quark mass, operator renormalization, and discretization
e�ects. The results are used to constrain a ‘pure-theory’
parameterization of the CS kernel through a direct fit to
lattice QCD results for the first time. These lattice QCD
results for the CS kernel are consistent with the most
recent phenomenological results. This opens the door for
future first-principles QCD predictions of the CS kernel
beyond the region constrained by current experiments, as
well as joint fits to experimental data and lattice QCD
results. As more precise lattice QCD results are achieved
at larger values of bT in future calculations, this promises
to be increasingly valuable.
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f̃ TMD
c (x1, b, μ, ζ) = f̃ NP

c (x1, b, μ)f̃ TMD
c (x1, b*, μ, ζ)e.g. in TMD factorisation

Properties of   determined by TMD factorisation; function is not universal, as it depends on the 
strategy used to regularise the Landau pole

f̃ NP
c (x1, b, μ)

Extraction from data of the non-perturbative 
component to the Collins-Soper kernel can be 
compared with recent lattice QCD computation

Progress in lattice computations opens the door for 
future first-principles QCD predictions of the CS 
kernel and to possible combination with fits to data 

[Avkhadiev, Shanahan, Wagman, Zhao 2024]



TUM/MPP Collider Seminars Series, 10 Jun 2025

The role of PDFs 

Non negligible differences in absolute value between 
different groups (NNPDF, MHST)
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aN3LO PDFs from MSHT or NNPDF have a similar impact in shape on the 
Z  spectrum. Substantial differences can impact the agreement with the 
experimental data

qT

[Neumann @ Loops and Legs 2024]

[Michel @ EW WG 2022 ]

Precision programme requires a deeper understanding of 
PDF/N3LO DGLAP role for such a crucial observable

4. Consequences of aN3LO for Pheno

Drell-Yan production - Transverse Momentum:
Z pT spectrum - wish to use aN3LO PDFs to match resummation
accuracy in predictions for ZpT spectrum at low qT :
MSHT20aN3LO and NNPDFaN3LO PDFs have same impact on
shape of qT spectrum:

Substantial aN3LO PDF e�ect on N3LL’/N4LL qT spectrum.
Left: SCETlib - Johannes Michel LHC EW WG meeting Sep 2022.
Centre: CuTe-MCFM - Tobias Neumann Loops and Legs March 2024

Thomas Cridge PDFs @ N3LO 7th May 2024 15 / 24

Discrepancy explained by fitted (NNPDF) vs. 
perturbative (MSHT) charm and different value of the 
charm mass, still state-of-the-art PDFs set can differ at 
the few % level
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EW corrections: ratio qW
T /qZ

T

Comparison with PWGEW+PY8+PHOTOS, PWGQCD+PY8+PHOTOS and  

• Nice perturbative stability and robustness against shower tuning  
• Better agreement of “simpler” PWGQCD+PY8+PHOTOS to RadISH, residual difference similar to pure QCD case 

• PWGEW+PY8+PHOTOS result deviates significantly from our best prediction
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