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Compute Node Version #3
Carrier Board, xTCA compliant
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New (2012): ATCA Compute Node Version #3

Carrier Board
xTCA

Daughter Board
AMC (uTCA)

Power 
Supply 
Board
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Problem: DDR2 RAM only operable
with 200 MHz + 177 MHz

Problem: AMC-AMC connection
some RocketIO pins were routed to LVDS pins

2 x 2 GB DDR2
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DC-DC converters
(12V  3.3 V)→

JTAG

UART-to-USB

GbE (RJ45)

4 x optical
6.5 Gbps

64 MB Flash

Connector 
for MMC

(IPMI)

AMC v3.2 arrived in Giessen March 12, 2013 
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Change by re-plug infiniband cable
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 1 uTCA Shelf (+ 1 spare)
 1 AMC card (+ 1 spare)

This is the new AMC card v3.2
which arrived in Giessen in March 2013.

 No xTCA carrier board
 Aurora 3.125 Gbps on optical link

(not highspeed, because we didn't know 
beforehand
if we have the speedgrade -11 FPGAs)

 No ROI selector

ONSEN Setup in May13
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 optical link, L= 30 m optical cable 
 

 Buffer management was used !
 256 kB buffer size x 4096 buffers

  = 1 GB

 DATA WAS DUPLICATED - Writing data file 
- on ONSEN readout PC, 
- on BonnDAQ 
- on EUDAQ 
(at same time)

Differences between DHH+Onsen
and DHH-Emulator System
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 Non-Onsen issues
 TLU latency

unknown mapping: trigger # → frame number
 pedestal procedure is largely improvable

 Debugging of Onsen frame receiver in BonnDAQ
 Requires nanosleep statements 

here and there in the code
 multiple frames must be read for 1 trigger

(because of non-clear TLU latency)
with same trigger #
→ required debugging 

 DHP deserializer clock 160 MHz instead of 152.625 MHz
lost 2 days by searching (why data seem wrong) 
solution: Dima re-soldered DHH

Why debugging required a few days
Issues for DHH+Onsen (alone)
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 Some problems already detected @ Bonn Test
 problems with PowerPC when 2 AMC cards in 1 uTCA shelf

configuration pins (on backplane) ?
 2nd memory bank off

only 1 bank (2 GB instead of 4 GB) operated at DESY test
→ as data size small, no problem

 FPGA (Virtex-5 FX70T) almost full
issue: multi-port memory controller

 UPD and TCP frame receivers in BonnDAQ were both prepared
 several issues: 32-bit alignment different, byte swap
 UDP stalls after some time, origin of problem not found yet
 for beamtest: siTCP

→ beamtest is also success for siTCP group at KEK
(thanks again to T. Uchida-san for support!)

 FPGA re-boot almost not required
4-5 days start/stop/re-start w/o re-upload bitstream
bitstream not changed during beam test
> very stable operation

ONSEN Hardware Issues
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 Link to Dima's Document
http://aldebaran.hll.mpg.de/twiki/pub/DepfetInternal/DataHandlingHybrid/dataformats_test
beammay2013.pdf

 Additional Onsen Header (to identify event boundaries easier)
4 x 32 bit, magic word 

 CHECKSUM by Dima (DHH) and Björn (Onsen)
software (not hardware), CRC32 variant

 Data blocks:
 RAW or DHP 0.2 format 

1 event dump if detected on ONSEN (pedestal readback)
 zero-suppressed yes/no

 Unpacking routines still detect 3 problems
 ghost frames: there is a trigger but no data
 double 0xa0 headers (from DHH)
 double trigger numbers (from DHH ?)

→ we use workarounds, not completely solved yet

DATA FORMAT
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| cafe | babe |
|      |    n |
| 0000 | 0000 |
| 0000 | 0000 |

--------------------------------------------------- /n

| trig[0:16] | DHH head    | start of event frame 
| time[0:16] | trig[17:31] |
| reserved   | time[17:31] |
| crc        | crc         |

| cafe | babe |
|      |    n |
| 0000 | 0000 |
| 0000 | 0000 |

| trig[0:16] | RF head     | direct readout frame
---
| data | DHP head | DHP header
| data | data |
...
| data | data |
---
| crc  | crc  |

--------------------------------------------------- /n

| cafe | babe |
|      |    n |
| 0000 | 0000 |
| 0000 | 0000 |

| trig[0:16] | head |    end of event frame
|            |    n |
| err        | err  |
| crc        | crc  |
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 2 GeV e- beam
 3mm Al target
 ~1620 Hz trigger rate
  triggered by scintillator with TLU
 framerate 150 kHz (6.6 us frame length)
  (this is 3x faster than design (50 kHz), 
  but possible because of smaller matrix)
 8 frames per 1 trigger (set on DHH)
 DHH-Onsen optical links: Aurora 8B/10B 3.125 Gbps
 Onsen buffer management used w/ 256 kB buffer size
  (i.e. larger than before to fit also a raw data frame inside)
 zero suppressed mode
 200-300 kB/s sustained rate
 54.878.580 events recorded 
  (in 1 single run, no stop inbetween)

Results (1)
Long-term stable data taking



ONSEN @ May13 DESY Testbeam

 
20Ringberg 2013   |   S. Lange (Giessen)

Results (2)
High rate test

 2 GeV e- (maximum of particles/spill)
 5 mm Cu target (thickest)
 ~4 kHz rate with DHH+ONSEN
  stable for ~20 min 
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1 frame per 1 trigger
>4 kHz

8 frame per 1 trigger
>2 kHz

High rate test
Screen Shot of DHH EPICS (by Dima, Michael R., Alan)
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Total DHH+Onsen Collected Data
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5 hot pixels masked, no further processing

ADC values (DHH+Onsen data)
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For Onsen Plans for Jan14 DESY Testbeam
see Talk on Saturday morning

THANKS.
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