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∫
L dt

[fb−1] Reference

t̄tZ
total

σ = 150.0 + 55.0 − 50.0 ± 21.0 fb (data)
HELAC-NLO (theory) 20.3 ATLAS-CONF-2014-038

t̄tW
total

σ = 300.0 + 120.0 − 100.0 + 70.0 − 40.0 fb (data)
MCFM (theory) 20.3 ATLAS-CONF-2014-038

HVBF
total

σ = 2.43 + 0.6 − 0.55 pb (data)
LHC-HXSWG (theory) 20.3 ATLAS-CONF-2015-007

ZZ
total

σ = 6.7 ± 0.7 + 0.5 − 0.4 pb (data)
MCFM (theory) 4.6 JHEP 03, 128 (2013)

σ = 7.1 + 0.5 − 0.4 ± 0.4 pb (data)
MCFM (theory) 20.3 ATLAS-CONF-2013-020

WZ
total

σ = 19.0 + 1.4 − 1.3 ± 1.0 pb (data)
MCFM (theory) 4.6 EPJC 72, 2173 (2012)

σ = 20.3 + 0.8 − 0.7 + 1.4 − 1.3 pb (data)
MCFM (theory) 13.0 ATLAS-CONF-2013-021

HggF
total

σ = 23.9 + 3.9 − 3.5 pb (data)
LHC-HXSWG (theory) 20.3 ATLAS-CONF-2015-007

Wt
total

σ = 16.8 ± 2.9 ± 3.9 pb (data)
NLO+NLL (theory) 2.0 PLB 716, 142-159 (2012)

σ = 27.2 ± 2.8 ± 5.4 pb (data)
NLO+NLL (theory) 20.3 ATLAS-CONF-2013-100

WW
total

σ = 51.9 ± 2.0 ± 4.4 pb (data)
MCFM (theory) 4.6 PRD 87, 112001 (2013)

σ = 71.4 ± 1.2 + 5.5 − 4.9 pb (data)
MCFM (theory) 20.3 ATLAS-CONF-2014-033

WW+WZ
total

σ = 68.0 ± 7.0 ± 19.0 pb (data)
MC@NLO (theory) 4.6 JHEP 01, 049 (2015)

tt−chan
total

σ = 68.0 ± 2.0 ± 8.0 pb (data)
NLO+NLL (theory) 4.6 PRD 90, 112006 (2014)

σ = 82.6 ± 1.2 ± 12.0 pb (data)
NLO+NLL (theory) 20.3 ATLAS-CONF-2014-007

t̄t
total

σ = 182.9 ± 3.1 ± 6.4 pb (data)
top++ NNLO+NNLL (theory) 4.6 Eur. Phys. J. C 74: 3109 (2014)

σ = 242.4 ± 1.7 ± 10.2 pb (data)
top++ NNLO+NNLL (theory) 20.3 Eur. Phys. J. C 74: 3109 (2014)

Z
total

σ = 27.94 ± 0.178 ± 1.096 nb (data)
FEWZ+HERAPDF1.5 NNLO (theory) 0.035 PRD 85, 072004 (2012)

W
total

σ = 94.51 ± 0.194 ± 3.726 nb (data)
FEWZ+HERAPDF1.5 NNLO (theory) 0.035 PRD 85, 072004 (2012)

Dijets R=0.4
|y |<3.0, y ∗<3.0

σ = 86.87 ± 0.26 + 7.56 − 7.2 nb (data)
NLOJet++, CT10 (theory) 4.5 JHEP 05, 059 (2014)0.3 < mjj < 5 TeV

Jets R=0.4
|y |<3.0

σ = 563.9 ± 1.5 + 55.4 − 51.4 nb (data)
NLOJet++, CT10 (theory) 4.5 arXiv:1410.8857 [hep-ex]0.1 < pT < 2 TeV

pp
total

σ = 95.35 ± 0.38 ± 1.3 mb (data)
COMPETE RRpl2u 2002 (theory) 8×10−8 Nucl. Phys. B, 486-548 (2014)
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Standard Model Total Production Cross Section Measurements
Status:
March 2015
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Run 1
√
s = 7, 8 TeV

The triumph of hard QCD in Run 1
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For an overview of the 
Run 1 ATLAS results see 
the talks by Enrico, Nuno, 

Peter, Grzegorz Pawel, 
Claudia, Yuri, Hideyuki, 

Sascha, and Henso

https://phonebook.cern.ch/foundpub/Phonebook/index.html?id=PE743302
https://phonebook.cern.ch/foundpub/Phonebook/index.html?id=PE743302
https://phonebook.cern.ch/foundpub/Phonebook/index.html?id=PE669795
https://phonebook.cern.ch/foundpub/Phonebook/index.html?id=PE669795
https://phonebook.cern.ch/foundpub/Phonebook/index.html?id=PE624284
https://phonebook.cern.ch/foundpub/Phonebook/index.html?id=PE624284
https://phonebook.cern.ch/foundpub/Phonebook/index.html?id=PE673785
https://phonebook.cern.ch/foundpub/Phonebook/index.html?id=PE673785
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Outline

The status of ATLAS in Run 2
Jet and photons cross section measurement
J/ψ non-prompt fraction
Inclusive W/Z and Z+jets cross sections
Top pair production
Outlook 
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What’s new in Run 2
Centre of mass energy!

Thanks to the LHC machine  
New generators, PDFs, calculations keep coming!

Thanks to the theory community
Contributions from LHC experiments as well 

Many improvements in the experiment, most notably
Insertable B-Layer
Algorithms (online and offline) and analysis 
software

4



Nicola Orlando (AUTh, HKU) XLV International Symposium on Multiparticle Dynamics 5

13 TeV data
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Insertable B-Layer
New innermost pixel detector 
layer
What get better

Tracking, in particular impact 
parameter resolution
B-tagging 
Pile-up suppression
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ATLAS-TDR-19
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Day in 2015
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2.5  = 13 TeVs     ATLAS Online Luminosity
LHC Delivered
ATLAS Recorded

-1Total Delivered: 1.91 fb
-1Total Recorded: 1.75 fb

Early data

Early analyses based on “early” data, up 
to 85 pb-1

On average 19 interactions per bunch 
crossing, 50 ns bunch spacing

Detector operations running very 
smoothly 
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Percentage of operational 
detector channels above 97%

https://twiki.cern.ch/twiki/bin/view/
AtlasPublic/ApprovedPlotsATLASDetectorht
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https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ApprovedPlotsATLASDetector
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ApprovedPlotsATLASDetector
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ApprovedPlotsATLASDetector
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/ApprovedPlotsATLASDetector
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/LuminosityPublicResultsRun2


Nicola Orlando (AUTh, HKU) XLV International Symposium on Multiparticle Dynamics

Summary of measurements with early data
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Process Final state Analysis reference Used integrated 
luminosity [pb-1]

Multijets Jets ATLAS-CONF-2015-034 78

Inclusive photons, di-
photons Photons ATL-PHYS-PUB-2015-020 

ATL-PHYS-PUB-2015-016 6.4

J/ψ Muons ATLAS-CONF-2015-030 6.4

W/Z Muons, electrons, 
missing ET

ATLAS-CONF-2015-039 85

Z+jets Muons, electrons, jets ATLAS-CONF-2015-041 85

Top Muons, electrons, jets, 
b-jets, missing ET

ATLAS-CONF-2015-033 
ATLAS-CONF-2015-049 78-85

For a full list of 13 TeV ATLAS results consult the web page 
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/Summer2015-13TeV

https://cds.cern.ch/record/2038145
https://cds.cern.ch/record/2038145
https://cds.cern.ch/record/2037687
https://cds.cern.ch/record/2037687
https://cds.cern.ch/record/2037667
https://cds.cern.ch/record/2037667
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2015-030/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2015-030/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2015-039/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2015-039/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2015-041/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2015-041/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2015-033/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2015-033/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2015-049/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2015-049/
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/Summer2015-13TeV
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/Summer2015-13TeV
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Triggering on 13 TeV collisions
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Picking just a few examples
click the links on this slide for many more public plots
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Di-jet system with invariant 
mass of 5.2 TeV 

Jets and photons
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Jets in early data
Exploit the solid understanding of jet reconstruction performance at 8 TeV

Extrapolate it to the new data taking conditions (and new detector) 
using the MC

Similar strategy is used in other complicated performance measurements 
(e.g., b-tagging)

11

ATL-PHYS-PUB-2015-015

Pile-up suppression with PV-tracks association
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13 TeV Jet cross section
NLO predictions match the data
Difference in normalisation covered by luminosity 
uncertainty, 9%, not shown in the plot

12

Only central jets, already very 
promising

ATLAS-CONF-2015-034

https://cds.cern.ch/record/2038145
https://cds.cern.ch/record/2038145
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Photon
Detailed photons performance studies are ongoing
For ET above 100 GeV more than 90% 
identification efficiency is expected

13
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Detector level distributions for inclusive photon production (backgrounds 
are subtracted)
Satisfactory agreement with Sherpa prediction 

Inclusive photon production

14

ATL-PHYS-PUB-2015-016

https://cds.cern.ch/record/2037667
https://cds.cern.ch/record/2037667
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Di-photons
Control distributions for di-photon selection
More results and unfolded spectra to come!
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ATL-PHYS-PUB-2015-020

https://cds.cern.ch/record/2037687
https://cds.cern.ch/record/2037687
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J/ψ→μμ

Di-muon J/ψ candidate with 
invariant mass of 3.12 GeV 
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Muons
Consolidated understanding of muon 
performance already with less than 100 pb-1

First insitu calibrations are already available
Based on J/ψ and Z control samples

Uncertainties are already at per-cent level

17
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Non-prompt J/ψ fraction

18
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4 Measurement Methodology

The non-prompt J/ fraction f

J/ 
b

is defined as the ratio of the number of J/ produced in b-hadron
decays to the total number produced:

f

J/ 
b

⌘ pp! b + X ! J/ + X

0

pp

Inclusive������! J/ + X

0
=

N

NP
J/ 

N

NP
J/ + N

P
J/ 

,

where P denotes prompt and NP denotes non-prompt. Non-prompt J/ production can be experimentally
distinguished from prompt production by longer apparent decay times of the reconstructed J/ in the
former case, due to production occurring via the production and decay of a b-hadron. Instead of fully
reconstructing the b-hadron to determine the decay time distribution, a proxy, the pseudo-proper decay
time ⌧, is used. This quantity is constructed using the di-muon transverse momentum and the measured
transverse decay length L

xy

as ⌧ = L

xy

m

PDG
J/ /pT, where the world average value [7] for the invariant mass

of the J/ (mPDG
J/ ) is used. The transverse decay length is defined by the equation: L

xy

⌘ ~
L ·~pT/pT, where

~
L is the vector from the primary vertex to the di-muon decay vertex and ~pT is the transverse momentum
vector of the di-muon system. The primary vertex is defined as the vertex with the largest scalar-sum of
charged particle transverse momentum squared in the event.

The measurement of the resonant contribution to the di-muon invariant mass is used to assess the yield of
true J/ (N

NP
J/ +N

P
J/ ), separating them from the background from muons produced in the semi-leptonic

decays of heavy flavour states and fake muon signatures from hadrons reaching the muon spectrometer.
Previous measurements [8–11] of the spin-alignment of J/ mesons produced from both prompt and
non-prompt sources have been found to be consistent with an isotropic angular distribution of the decay
products of the J/ . As such, an isotropic spin-alignment hypothesis is assumed for both prompt and
non-prompt J/ in the measured fraction and no geometric acceptance correction is applied to the data
and no spin-alignment uncertainty is considered.

An unweighted two-dimensional unbinned maximum likelihood fit to the data in di-muon invariant mass
(2.65 < m(µ+µ�) < 3.55 GeV) and pseudo-proper decay time (�5.0 < ⌧ < 15.0 ps) is performed
to combine the J/ versus background discrimination in invariant mass with per-event pseudo-proper
decay time information used to distinguish prompt and non-prompt production. These fits are performed
independently in eleven intervals of the J/ pT in the range 8 � 40 GeV and three intervals of di-muon
rapidity: |y | < 0.75, 0.75 < |y | < 1.5, and 1.5 < |y | < 2.0, using functional forms similar to those used
previous measurements [3]. The probability density function (PDF) for each fit is defined as a normalised
sum with factorised mass and decay time components:

PDF(m,⌧,�⌧) =
5X

i=1


i

f

i

(m) · h
i

(⌧) ⌦ R(⌧,�⌧) · g
i

(�⌧) (1)

where 
i

represents the relative normalisation of the i

th term (such that
P

i


i

= 1), f

i

(m) is a mass-
dependent term, and ⌦ represents the convolution of the ⌧-dependent function h

i

(⌧) with a ⌧ resolution
term, R(⌧,�⌧). The resolution function in ⌧ is modelled with a Gaussian distribution with � = S ⇥ �⌧,
where �⌧ is the per-candidate uncertainty on the measured pseudo-proper decay time and S is a scale
factor common to all candidates and is freely determined in the fit. Signal and background PDF terms
for the �⌧ distribution, g

i

(�⌧), are taken directly from data from the dimuon candidates with m(µ+µ�)
within the J/ peak and sideband regions, respectively.

4

No significative change between 7 
and 13 TeV data 

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2015-030/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2015-030/
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Di-muon Z candidate with 
invariant mass of 90.2 GeV 

Vector bosons
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Electrons
Likelihood selection based on three 
identification working points
Pile-up dependence well modeled by simulation

20

ATL-PHYS-PUB-2015-041

Data: full markers;    MC open markers

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2015-041/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2015-041/
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Missing ET
Redundant ET algorithms for 
early Run 2 operation

Validation of algorithms 
robust against pile-up 

21

 [GeV]miss
xE

-250 -200 -150 -100 -50 0 50 100 150 200 250

Ev
en

ts

-110

1

10

210

310

410

510

610

710
ATLAS Simulation Preliminary

 = 13 TeVs
   25nsµµ AZ 

all jets

miss
TCST E
miss
TTST E

miss
TTrack E

ATL-PHYS-PUB-2015-023

AT
LA

S-
CO

NF
-2

01
5-

03
9 En

tri
es

 / 
2 

G
eV

0

10

20

30

40

50
310×

νµ→W
 PreliminaryATLAS

-113 TeV, 85 pb
Data

 Syst. Unc.⊕MC Stat. 
νµ→W

Multijet
ντ→W

Top
-τ+τ→Z
-µ+µ→Z

 [GeV]miss
T E

20 30 40 50 60 70 80 90 100

D
at

a 
/ P

re
d.

0.6
0.8

1
1.2
1.4

 E
n
tr

ie
s 

/ 
2
 G

e
V

0

1

2

3

4

5

6

3
10×

Data

 Syst. Unc.⊕MC Stat. 

-µ+µ→Z

Diboson

-τ+τ→Z

Top

 PreliminaryATLAS
-113 TeV, 85 pb

-µ+µ→Z

  [GeV]miss
TE

0 10 20 30 40 50 60 70 80

D
a

ta
 /

 P
re

d
.

0.6
0.8

1
1.2
1.4

W→μν Ζ→μμ

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2015-023/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2015-023/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2015-039/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2015-039/


Nicola Orlando (AUTh, HKU) XLV International Symposium on Multiparticle Dynamics

Z boson cross section
Data show already the potential to discriminate 
between PDFs
Luminosity uncertainty limits the precision of the 
measurement  
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Z+jets measurement
High priority is to test the new set-up for the MC event 
generators

Madgraph and Sherpa perform already very well

23

ATLAS-CONF-2015-041

ee μμ

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2015-041/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2015-041/
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W boson cross section
Data precision affected by luminosity uncertainty

Measure cross section ratios
Sensitivity to PDFs 
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The top
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(“New”) B-tagging in Run 2 benefits 
from the new IBL detector and 
improvement in the algorithms
An early calibration already underway 
by using tt control samples
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Top control distributions: di-lepton channels
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Top control distributions: l+jets channels
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Cross sections
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Standard Model calculation 
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tt/Z cross section ratio 
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Outlook
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Outlook
First Run 2 LHC stable beam on 3 June 2015
After three months many hard QCD 
measurements already presented

Jets, photons, J/ψ, W/Z, Z+jets, top-pair
Used at most 85 pb-1

Much more data to be analysed in the pipeline 
(more than 1.5 fb-1 to be analyses)

The best is yet to come!
32
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Thank you
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Insertable B-Layer

35

placement, including replacement of the section of beam pipe inside the detector, recommended,
instead of replacement, insertion of a new innermost, fourth pixel layer with a smaller beam pipe as
the best and only viable solution [3]. This recommendation formed the basis of the new Insertable
B-Layer project described in this Technical Design Report (TDR). (Appendix A contains a short
history of the changes of the Pixel layout, from the Pixel TDR to the constructed version, and of
the B-Layer Task Force that resulted in the present technical solution.)

The LHC schedule and the environment for operating the IBL, including luminosity profile
and radiation doses, are outlined in Section 1.1. Operation of the current Pixel detector, including
limitations, are presented in Section 1.2. The impact of the IBL on ATLAS physics performance,
for different scenarios of LHC luminosity and of behaviour for the present Pixel detector, is dis-
cussed in Chapter 2. The technical details of the IBL are described in Chapters 3 to 10.

1.1 The LHC Schedule and the Machine Environment for Operating the IBL

CERN has defined three future major LHC shutdowns for consolidation work and upgrades [4].
The first shutdown, in 2012, will focus on work on the superconducting magnet systems in order
to enable operation at full design energy. The second and third shutdowns, in 2016 and 2020
respectively, will upgrade the accelerator system to enable operation at luminosity higher than
"nominal". The running period between these two shutdowns is referred to as LHC Phase I. The
IBL will be installed during the 2016 shutdown and will be active until the complete replacement
of the ATLAS inner tracker, which will happen in the long shutdown of 2020 in preparation for the
subsequent Phase, referred to as the High Luminosity LHC (HL-LHC).

The peak luminosity during LHC Phase I is expected to be approximately 2.2⇥1034 cm�2s�1.
The total luminosities integrated before and during Phase I are difficult to forecast; however, pre-
dictions are around 35 fb�1 before the 2016 shutdown and 340 fb�1 at the end of the Phase I [4].

Item Radial Extension Length Staves / Modules Pixels
[mm] [mm] Sectors (⇥106)

Beam pipe (today) 29 < R < 36
Beam pipe (with IBL) 25 < R < 29

IBL Envelope 31.0 < R < 40.0
Sensitive < R > = 25.7 |Z|< 332 14 224 6.02

Pixel Envelope 45.5 < R < 241.0 |Z|< 3092
B-layer Sensitive < R > = 50.5 |Z|< 400.5 22 286 13.2
Layer 1 Sensitive < R > = 88.5 |Z|< 400.5 38 494 22.8
Layer 2 Sensitive < R > = 122.5 |Z|< 400.5 52 676 31.2
Disk 1 Sensitive 88.8 < R < 149.6 = 88.5 < Z > = 495 8⇥2 48⇥2 4.4
Disk 1 Sensitive 88.8 < R < 149.6 = 88.5 < Z > = 580 8⇥2 48⇥2 4.4
Disk 1 Sensitive 88.8 < R < 149.6 = 88.5 < Z > = 650 8⇥2 48⇥2 4.4

Pixel Total 80.4

Table 1. Main parameters of the Pixel detector system including the foreseen IBL.

– 9 –
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MC modeling
New generators introduced in the ATLAS production system 
Run 1 experience has a leading impact

New tunes or checks based on Run 1 data
Understanding better V+jets, top, and Higgs modeling

Benchmarking exercises for generators  
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Missing ET control plots
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Muons extra

38

Figure 3: Muon reconstruction e�ciencies for the Medium identification algorithm measured in J/ ! µ+µ� and
Z ! µ+µ� events as a function of the muon momentum. The prediction by the detector simulation is depicted as red
circles (green triangles), while black dots (blue triangles) indicate the observation in collision data for Z ! µ+µ�
(J/ ! µ+µ�) events. The bottom panel reports the the e�ciency scale factors. Green (cyan) error bands indicate
the statistical uncertainty, and orange (red) bands the quadratic sum of statistical and systematic uncertainty for
Z ! µ+µ� (J/ ! µ+µ�) events. In one bin (15 GeV < pT < 20 GeV), results are given for both analyses. The
luminosity indicated in the figure refers to the period in which all triggers for muon reconstruction e�ciency were
active for both resonances.
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Figure 5: E�ciencies of the track-based isolation only (a) and the combined track-based and calorimeter-based isol-
ation (b, c, d, e) for the LooseTrackOnly, Loose, Tight, GradientLoose and Gradient working points, respectively, as
a function of the muon pT. Muons from Z ! µ+µ� decays are required to pass Medium selection criteria. The last
bin includes overflows. Black dots indicate the e�ciency measured in data while red circles indicate the prediction
from simulation. The errors on the e�ciencies are statistical. The bottom panel shows the ratio between data and
simulation, as well as the statistical uncertainties (green) and combination of statistical and systematic uncertain-
ties (orange). The largest contribution arises from the mass window cut in the low pT region, which su↵ers from
more background, whereas the high pT region is dominated by statistical uncertainties and systematics due to the
requirement on �R between the two muons.
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Figure 5: E�ciencies of the track-based isolation only (a) and the combined track-based and calorimeter-based isol-
ation (b, c, d, e) for the LooseTrackOnly, Loose, Tight, GradientLoose and Gradient working points, respectively, as
a function of the muon pT. Muons from Z ! µ+µ� decays are required to pass Medium selection criteria. The last
bin includes overflows. Black dots indicate the e�ciency measured in data while red circles indicate the prediction
from simulation. The errors on the e�ciencies are statistical. The bottom panel shows the ratio between data and
simulation, as well as the statistical uncertainties (green) and combination of statistical and systematic uncertain-
ties (orange). The largest contribution arises from the mass window cut in the low pT region, which su↵ers from
more background, whereas the high pT region is dominated by statistical uncertainties and systematics due to the
requirement on �R between the two muons.
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Table 1: Definition of electron discriminating variables. For the loose identification operating point, the selection
on the number of hits in the innermost layer is removed.

Type Description Name

Hadronic leakage Ratio of ET in the first layer of the hadronic calorimeter to ET of the EM cluster RHad1

(used over the range |⌘| < 0.8 or |⌘| > 1.37)

Ratio of ET in the hadronic calorimeter to ET of the EM cluster RHad

(used over the range 0.8 < |⌘| < 1.37)

Back layer of Ratio of the energy in the back layer to the total energy in the EM accordion f3

EM calorimeter calorimeter

Middle layer of Lateral shower width,
q

(⌃Ei⌘2
i )/(⌃Ei) � ((⌃Ei⌘i)/(⌃Ei))2, where Ei is the W⌘2

EM calorimeter energy and ⌘i is the pseudorapidity of cell i and the sum is calculated within

a window of 3 ⇥ 5 cells

Ratio of the energy in 3⇥3 cells over the energy in 3⇥7 cells centered at the R�
electron cluster position

Ratio of the energy in 3⇥7 cells over the energy in 7⇥7 cells centered at the R⌘
electron cluster position

Strip layer of Ratio of the energy di↵erence between the largest and second largest energy Eratio

EM calorimeter deposits in the cluster over the sum of these energies

Ratio of the energy in the strip layer to the total energy in the EM accordion f1

calorimeter

Track quality Number of hits in the innermost pixel layer (the newly added B layer), nBlayer

discriminates against photon conversions

Number of hits in the pixel detector nPixel

Number of total hits in the pixel and SCT detectors nSi

Transverse impact parameter with respect to the beamspot d0

Significance of transverse impact parameter defined as the ratio of d0 �d0

and its uncertainty

Momentum lost by the track between the perigee and the last �p/p

measurement point divided by the original momentum

TRT Likelihood probability based on transition radiation in the TRT TRTPID

Track-cluster �⌘ between the cluster position in the strip layer and the extrapolated track �⌘1

matching �� between the cluster position in the middle layer and the extrapolated ��res

track, where the track momentum is rescaled to the cluster energy

before extrapolating the track to the middle layer of the calorimeter
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`± Observed Background Background Background-subtracted
candidates (EW+top) (Multijet) events N sig

W

e+ 256923 10100 ± 600 15200 ± 300 ± 6700 231600 ± 500 ± 6700

e� 206140 8900 ± 500 15600 ± 300 ± 6900 181600 ± 500 ± 6900

µ+ 272841 20420 ± 920 12200 ± 200 ± 3500 240300 ± 500 ± 3600

µ� 214249 18210 ± 830 11500 ± 100 ± 3100 184500 ± 500 ± 3200

Table 6: Number of observed events in the W ! `⌫ channels, electroweak plus top-quark background (EW+top),
and data-derived multijet background events, and background-subtracted data events. The first uncertainty is stat-
istical. The second uncertainty represents the systematic uncertainties, as described in the text. The uncertainty
considered for the EW+top backgrounds is the combination of the experimental uncertainties, the NNLO normal-
isation uncertainties, and the small statistical uncertainty from the Monte Carlo samples. The 9% uncertainty on
the luminosity determination, applicable to the EW+top backgrounds, is not included in this table.

ment in the data control region and repeating the fit using this modified template. Based on this study, the
systematic uncertainty on the multijet background is estimated to be approximately 40%.

The numbers of multijet events extracted in the signal region (mT > 50 GeV) are Ne+

Multijet = 15200±300±
6700 events and Ne�

Multijet = 15600± 300± 6900 events, where the uncertainty contributions are statistical
and systematic, in that order.

W ! µ⌫ channel: The main sources of multijet background for the W ! µ⌫ channel are non-prompt
muons from b and c hadron decays. This background is modelled from data using a template built
in a background-enriched control region, where the full analysis selection is applied but the isolation
requirement on the muons is inverted. Those requirements ensure that the control region is orthogonal
to the signal region, and reduce the signal contribution in the control region. Figure 1 (right) shows the
mT distribution in the control region defined above. The contamination of the multijet-enriched control
region by signal and non-multijet backgrounds is estimated to be 20%. Templates are derived from the
data after subtracting this contamination according to its estimate from simulation.

The total systematic uncertainty includes the uncertainties on the yield of the other background com-
ponents, a possible di↵erence in the relative proportions of bb̄ and cc̄ between the signal region and the
control region estimated with simulation, and shape di↵erences between the nominal data template and
templates with di↵erent background subtraction scenarios. The main source of systematic uncertainty
(⇠ 20%) comes from the di↵erence between the fit results obtained using the nominal data template and a
template built from an alternative data control region where the isolation requirement is unchanged with
respect to the signal selection but the muon candidates are required to have a large impact parameter
significance.

The number of multijet events returned by the fit is then extracted in the signal region with mT > 50 GeV.
This results in an estimate of N µ+

Multijet = 12200 ± 200 ± 3500 events and N µ�
Multijet = 11500 ± 100 ±

3100 events, where the uncertainty contributions are statistical and systematic, in that order.

11

`± Observed Background Background Background-subtracted
candidates (EW+top) (Multijet) events N sig

Z

e± 34955 229 ± 1 ± 24 < 0.1% 34730 ± 190 ± 20

µ± 44899 296 ± 2 ± 31 < 0.1% 44600 ± 210 ± 30

Table 7: Number of observed events in the Z ! `+`� channels, and estimates for the electroweak plus top-quark
background (EW+top), the multijet background, and background-subtracted data events. The first uncertainty
is statistical. The second uncertainty represents the systematic uncertainties, as described in the text. The 9%
uncertainty on the luminosity determination, applicable to the EW+top backgrounds, is not included in this table.

7 W± and Z boson candidates

For the W ! `⌫ and Z ! `+`� channels, the number of observed candidate events, the estimated
backgrounds from the multijet and electroweak plus top-quark processes, and the background-subtracted
signal yields are summarised in Tables 6 and 7, together with their statistical and systematic uncertain-
ties. The systematic uncertainties on the backgrounds include contributions from experimental sources
and from theoretical uncertainties on the predicted cross sections for W±, Z (due to cross-contamination
between channels) and top-quark production. The background-subtracted data result includes the stat-
istical uncertainty and the total systematic uncertainty, obtained by summing in quadrature the EW+top
uncertainties and the multijet statistical and systematic uncertainties. For the Z ! `+`� channels, the
multijet background is estimated to have less than a 0.1% contribution to the cross-section measurement
and is therefore neglected. All results from Monte Carlo samples have negligible statistical uncertain-
ties.

The luminosity determination uncertainty of ±9% is used in all channels but is only applicable to the
electroweak and top-quark backgrounds as they are determined from Monte Carlo samples. The resulting
correlation of the luminosity systematic uncertainty is fully taken into account in the calculation of the
cross sections in Section 8.2.

Kinematic distributions are shown in Figs. 2-9 for the W ! e⌫ and W ! µ⌫ channels, and in Figs. 10-16
for the Z ! e+e� and Z ! µ+µ� channels. The uncertainty bands shown in these distributions are
described in Section 8.1 and are calculated from the following components:

• uncertainty due to the multijet background estimation method;

• lepton energy and momentum scale and resolution;

• lepton trigger e�ciency;4

• lepton reconstruction and identification e�ciency, including uncertainties on lepton isolation;

• jet energy scale and resolution;

• soft (unclustered) energy contributions in the Emiss
T reconstruction;

• uncertainties in background cross-section calculations for electroweak and top-quark production;

4 Due to the limited data set available, the data over Monte Carlo correction factors for the muon trigger e�ciency were
evaluated in coarser bins than the one used in the kinematic plots. Therefore, the uncertainties are not expected to cover
discrepancies observed on a smaller pseudorapidity range.
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Process Z ! µ+µ� W+ ! µ+⌫ W� ! µ�⌫ Z ! e+e� W+ ! e+⌫ W� ! e�⌫
�C/C (%)
Electron Trigger – – – 0.5 3.0 3.2
Electron Reconstruction, Identification – – – 3.8 2.0 2.1
Electron Isolation – – – 1.0 0.5 0.5
Electron Scale and Resolution – – – 0.2 0.4 0.5
Charge Identification – – – 0.8 0.1 0.1
Muon Trigger 1.0 2.0 2.0 – – –
Muon Reconstruction, Identification 0.9 0.4 0.4 – – –
Muon Isolation 0.5 0.3 0.3 – – –
Muon Scale and Resolution 0.1 0.1 0.1 – – –
JES and JER – 1.5 1.5 – 1.9 1.8
MET Soft Term – 0.1 0.1 – 0.1 0.1
Pileup Modeling 0.9 1.2 1.2 0.9 1.4 1.4
Total 1.7 2.8 2.8 4.1 4.4 4.5

Table 8: Systematic uncertainties given in percent on C-factors for Z and W± boson production measurements in
di↵erent channels.

• Charge Identification: About 0.7% of electrons have their charge reconstructed wrongly, primar-
ily because of showering and photon conversions in the inner detector material. This e↵ect is
studied using Z ! ee events in which both electrons are reconstructed with the same charge and
found to be well described by the Monte Carlo simulation, within the statistical uncertainty of the
control sample. An uncertainty is assessed to cover the small residual di↵erences between data and
simulation. The charge mis-reconstruction probability for muons is negligible.

Uncertainties specific to the muon channel are:

• Trigger: The trigger e�ciency in simulated events is corrected with scale factors to match that
measured in the data. The trigger scale factor uncertainty is the largest uncertainty for the W ! µ⌫
and the Z ! µµ channel.

• Identification and Reconstruction: The e�ciencies of the muon o✏ine selection (reconstruc-
tion/identification and isolation) are corrected with data-driven scale factors.

• Momentum Scale and Resolution: The uncertainties on the muon momentum calibration give a
small change of acceptance because of migration of events below and above the pT threshold and
across the m`` boundaries in the Z ! `+`� channels.

Uncertainties common to the electron and the muon channel are as follows:

• Jet Energy scale and Resolution: Jets with calibrated pT above 20 GeV that pass the jet-vertex-
tagger algorithm requirements are considered as hard objects in the calculation of the Emiss

T , and
the corresponding uncertainties on the energy calibration and resolution are propagated to their
energies.

• Emiss

T

scale and Resolution: Several possible sources of uncertainty on the soft component of
the Emiss

T scale and resolution have been considered [40] but they result in estimated uncertainties
below the percent level.

• Pileup: The imperfect modelling of the underlying event and pile-up e↵ects leads to acceptance
changes at the level of ±1% for CW and CZ .
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Channel value ± stat ± syst ± lumi
[pb]

W� 8380 ± 20 ± 350 ± 750
W+ 10960 ± 20 ± 440 ± 990
W± 19350 ± 20 ± 760 ± 1740
Z 1869 ± 7 ± 42 ± 168

Table 13: Results for the total cross section �tot for the combined electron and muon channel W�, W+, W±, and Z
boson production measurements.
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Figure 18: Predictions for the combined fiducial cross sections �fid
Z , �fid

W± , �fid
W+ , and �fid

W� for the four PDFs
CT10nnlo, NNPDF3.0, MMHT14nnlo68cl, and ABM12LHC compared to the measured fiducial cross sections
(red line) as given in Table 11. The green (cyan) band corresponds to the experimental uncertainty without (with)
the luminosity uncertainty. The inner error bar of the predictions represents the PDF uncertainty while the outer
error bar includes the sum of all other systematics.
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In order to improve the precision of the measurement, the results in the Z ! ee and Z ! µµ channels
are combined, taking into account correlated systematic uncertainties. The combination is performed for
the inclusive Z boson cross section and for the various jet multiplicites at the Born level after evaluating
Born-to-dressed level cross section corrections using the M��G���� generator. An additional systematic
uncertainty, of approximately 1%, is derived from a comparison with Born-to-dressed level corrections
evaluated with the P����� MC simulations.

The HERA������� program [38, 39] is used for the combination, which yields a �2/Nd.o.f. = 8.8/5
indicating consistency at better than 2� level. The combined results, fiducial cross sections and ratio of
cross sections for successive inclusive jet multiplicities, together with the corresponding uncertainties are
given in Tables 5 and 6, respectively. Figure 7 shows the combined results compared to the predictions of
the SHERPA and M��G���� generators for the Z + jets signal process.

� ± stat ± syst ± lumi

Njet [pb]

� 1 115.7 1.3 4.9 10.4

� 2 27.0 0.6 1.4 2.4

� 3 5.8 0.3 0.4 0.5

� 4 1.40 0.14 0.11 0.13

Table 5: Combined Z!`+`�+ � Njets fiducial cross section, reported at the Born level, with statistical, systematic and
luminosity errors.

Ratios ± stat ± syst

�Z+�1jet/�Z+�0jets 0.158 0.002 0.006

�Z+�2jets/�Z+�1jet 0.233 0.006 0.003

�Z+�3jets/�Z+�2jets 0.217 0.011 0.003

�Z+�4jets/�Z+�3jets 0.240 0.027 0.008

Table 6: Ratio of cross sections for successive jet multiplicities obtained from the combination of the Z ! ee and
the Z ! µµ analysis channels. Results are reported at the Born level. Statistical and systematic uncertainties are
also shown.

9 Conclusion

Proton–proton
p

s = 13 TeV collision data corresponding to a total integrated luminosity of approximately
85 pb�1 have been analysed to study events with Z bosons decaying to electron or muon pairs, produced
in association with one or more jets in the kinematic range of p

jet
T > 30 GeV and |yjet | < 2.5. The fiducial

production cross sections for Z bosons plus inclusive one to four jet multiplicities have been measured
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Physics process Generator (� · BR)[pb] Order Reference
Z ! `+`�+ jets (m`` > 40 GeV) S����� v2.1.1 2091 ± 5% NNLO [16–19]
Z ! `+`�+ jets (m`` > 40 GeV) M��G����5 2091 ± 5% NNLO [16–19]
W ! `⌫ (` = e, µ, ⌧) P����� +P����� 8 20400 ± 5% NNLO [16–19]
Z ! `+`� (m`` > 60 GeV) P����� +P����� 8 1979 ± 5% NNLO [16–19]
tt (mt = 172.5 GeV) P����� +P����� 6 830 ± 6% NNLO+NNLL [26]
Dibosons S����� 99 ± 6% NLO [6]
Dijet (e channel, p̂T > 21 GeV) P����� 8 180 ⇥ 103 LO [13]
bb (µ channel, p̂T > 15 GeV) P����� 8 188 LO [13]
cc (µ channel, p̂T > 15 GeV) P����� 8 58 LO [13]

Table 1: Signal and background MC samples and the generators used in the simulation. Each sample is normalised
to the appropriate production cross section and multiplied by the relevant branching ratios (BR), as shown in the
third column. For W

± boson and top-quark production, contributions from higher order QCD corrections have been
calculated following the references given in the last column. Similarly, for Z boson production, higher order QCD
corrections have been evaluated in the mass range 66 < m`` < 116 GeV following the references given in the last
column, and extrapolation scaling factors have been applied to match mass ranges used by the di�erent simulations.
The diboson samples include on-shell and o�-shell WW , W Z and Z Z production. The inclusive jet and heavy
quark cross sections are calculated only at LO. These samples were generated with requirements on the transverse
momentum of the partons involved in the hard-scattering process.

vertices. The 4` and 2`+ 2⌫ processes were calculated at NLO for up to one additional parton; final states
with two and three additional partons were calculated at LO. The 3` + 1⌫ process was calculated at NLO
and up to three partons at LO using the Comix and OpenLoops matrix element generators and merged
with the S����� parton shower using the ME+PS@NLO prescription. The CT10 PDF set was used in
conjunction with dedicated parton shower tuning developed by the S����� authors.

Multijet events were simulated using P����� v8.186 and EvtGen v1.2.0 in order to include the correct
properties of heavy flavor hadron decays. Dedicated samples containing bb and cc quark final states were
simulated using P����� v8.186.

To simulate the e�ects of additional proton-proton collisions in the same and nearby bunch crossings,
additional events were generated using the soft QCD processes of P����� v8.186 using tune A2 [27] and
the MSTW2008LO PDFs [28]. All MC samples were reweighted so that the hµi distribution matched the
observed distribution in the data. All of the samples were processed with the G����4-based simulation [29]
of the ATLAS detector [30].

An overview of all signal and background processes considered and of the generators used for the
simulation is given in Table 1. Total production cross sections, including higher order QCD corrections
and their respective uncertainties where available, are also listed in Table 1.

4 Event selection

The Z ! `+`� event selection reproduces the one used for the Z inclusive measurement [1]. Electron and
muon candidate events are selected using triggers that require at least one electron or muon with transverse
momentum thresholds of pT > 24 GeV and 20 GeV, respectively, with loose isolation requirements. To
recover possible e�ciency loss at high momenta, additional electron and muon triggers that do not
make any isolation requirements are included with thresholds of pT > 60 GeV and 50 GeV, respectively.
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Input Variable Description

Kinematics p
T

( jet) Jet transverse momentum
⌘( jet) Jet pseudo-rapidity

IP2D, IP3D
log(P

b

/Plight) Likelihood ratio between the b- and light jet hypotheses
log(P

b

/P
c

) Likelihood ratio between the b- and c-jet hypotheses
log(P

c

/Plight) Likelihood ratio between the c- and light jet hypotheses

SV

m(SV) Invariant mass of tracks at the secondary vertex assuming
pion masses

fE(SV) Fraction of the charged jet energy in the secondary vertex
NTrkAtVtx(SV) Number of tracks used in the secondary vertex
N2TrkVtx(SV) Number of two track vertex candidates

L
xy

(SV) Transverse distance between the primary and secondary
vertices

L
xyz

(SV) Distance between the primary and secondary vertices
S
xyz

(SV) Distance between the primary and secondary vertices di-
vided by its uncertainty

�R(jet,SV) �R between the jet axis and the direction of the secondary
vertex relative to the primary vertex

Jet Fitter

N2TrkVtx(JF) Number of 2-track vertex candidates (prior to decay chain
fit)

m(JF) Invariant mass of tracks from displaced vertices assuming
pion masses

Sxyz(JF) Significance of the average distance between the primary
and displaced vertices

fE(JF) Fraction of the charged jet energy in the secondary vertices
N1-trk vertices(JF) Number of displaced vertices with one track

N�2-trk vertices(JF) Number of displaced vertices with more than one track
NTrkAtVtx(JF) Number of tracks from displaced vertices with at least two

tracks
�R(~pjet, ~pvtx) �R between the jet axis and the vectorial sum of the mo-

menta of all tracks attached to displaced vertices

Table 2: The 24 input variables used by the MV2c00 and MV2c20 b-tagging algorithm.
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10% improvement in the b-jet e�ciency is achieved. Figures 12 and 13 show the same comparison for
the light-flavour and c-jet rejection respectively, but as a function of jet p

T

and jet |⌘ | given a fixed b-jet
e�ciency of 70% in each bin. The IBL is expected to improve the impact parameter resolution of tracks
mostly at p

T

up to 5-10 GeV [3], and thus the improvement due to the addition of IBL is concentrated
in the low to medium jet p

T

region, while at high jet p
T

most of the improvement comes from the new
algorithms. Appendix A.4 has the same comparison for the default Run-1 b-tagging algorithm, MV1,
and the equivalent Run-2 b-tagging algorithm, MV2c00.
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Figure 11: The light (a) and c-jet rejection (b) versus b-jet e�ciency for the MV1c b-tagging algo-
rithm using the Run-1 detector and reconstruction software (blue) compared to the MV2c20 b-tagging
algorithm using the Run-2 setup (red).

7 Conclusions

The expected performance of the ATLAS b-tagging algorithms for Run-2 has been presented, including
a description of the new default multivariate tool and a detailed set of performance plots. Significant
improvements are expected due to the addition of the Insertable B-Layer (IBL), which results in an extra
pixel layer in the detector, and from several enhancements to the tracking and b-tagging algorithms.
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Uncertainty �✏eµ/✏eµ �Cb/Cb ��tt̄/�tt̄
(%) (%) (%)

Data statistics 6.0
tt̄ NLO modelling 1.9 -0.3 2.2
tt̄ hadronisation -4.0 0.5 4.5
Initial/final state radiation -1.1 0.1 1.2
Parton distribution functions 1.3 - 1.4
Single-top generator⇤ - - 0.5
Single-top/tt̄ interference⇤ - - 0.1
Single-top Wt cross-section - - 0.5
Diboson modelling⇤ - - 0.1
Diboson cross-sections - - 0.0
Z+jets extrapolation - - 0.2
Electron energy scale/resolution 0.2 0.0 0.2
Electron identification 3.6 0.0 4.0
Electron isolation 1.0 - 1.1
Muon momentum scale/resolution 0.0 0.0 0.1
Muon identification 1.1 0.0 1.2
Muon isolation 1.0 - 1.1
Lepton trigger 1.3 0.0 1.3
Jet energy scale -0.3 0.0 0.3
Jet energy resolution -0.1 0.0 0.1
b-tagging - 0.1 0.3
Misidentified leptons - - 1.3
Analysis systematics 6.4 0.6 7.3
Integrated luminosity - - 10.0
Total uncertainty 6.4 0.6 13.7

Table 3: Summary of the statistical, systematic and total uncertainties on the tt̄ production cross-section �tt̄ atp
s = 13 TeV. The systematic uncertainties on the eµ preselection e�ciency ✏eµ and the tagging correlation Cb are

also shown, with relative signs given where relevant. Uncertainties listed with an asterisk are extrapolated fromp
s = 8 TeV results, and values given as 0.0 are smaller than 0.05.

between generators and comparing the diagram removal and diagram subtraction schemes for deal-
ing with the interference between the tt̄ and Wt final states [48, 49]. Production of single top quarks
via the t- and s-channels gives rise to final states with only one prompt lepton, and is accounted for
as part of the misidentified-lepton background.

Background cross-sections: The uncertainties on the Wt single top and diboson cross-sections are taken
to be 5.3 % and 10 %, based on the corresponding theoretical predictions.

Diboson modelling: This uncertainty is taken from the
p

s = 8 TeV publication; the numbers at
p

s =
13 TeV are expected to be similar. The uncertainties in the backgrounds from dibosons with one
or two additional b-tagged jets were assessed by comparing the baseline prediction from Sherpa
with that of Alpgen+Herwig. A diboson modelling uncertainty of 22 % on the one b-tagged jet and
13 % on the two b-tagged jets contribution is used. These uncertainties have a limited e↵ect on the
cross-section measurement due to the low number of diboson background events.
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Uncertainty (%) �Z!ee �Z!µµ �tt̄ Rtt̄/Z

Data statistics 0.5 0.5 6.0 6.0
tt̄ NLO modelling - - 2.2 2.2
tt̄ hadronisation - - 4.5 4.5
Initial/final state radiation - - 1.2 1.2
Parton distribution functions (tt̄, Wt) - - 1.4 1.4
Single-top modelling - - 0.5 0.5
Single-top/tt̄ interference - - 0.1 0.1
Single-top Wt cross-section - - 0.5 0.5
Diboson modelling - - 0.1 0.1
Diboson cross-sections - - 0.0 0.0
Z+jets extrapolation - - 0.2 0.2
Electron energy scale/resolution 0.2 - 0.2 0.1
Electron identification 3.8 - 3.2 1.3
Electron charge identification 0.8 - - 0.4
Electron isolation 1.0 - 1.1 1.2
Muon momentum scale/resolution - 0.1 0.1 0.0
Muon identification - 0.9 0.5 0.1
Muon isolation - 0.5 1.1 1.1
Lepton trigger 0.5 1.1 0.8 0.7
Jet energy scale - - 0.3 0.3
Jet energy resolution - - 0.1 0.1
b-tagging - - 0.3 0.3
Misidentified leptons - - 1.4 1.4
Pileup modelling 0.9 0.9 - 0.9
Z acceptance 1.5 1.5 - 1.5
Z backgrounds 0.1 0.1 - 0.1

Analysis systematics 4.4 2.3 6.7 6.3

Integrated luminosity 9.0 9.0 10.0 1.0

Total uncertainty 10.0 9.3 13.5 8.8

Table 7: Summary of the statistical, systematic and total uncertainties on the Z ! ee, Z ! µµ and tt̄ (eµ chan-
nel) production cross-section measurements, together with the corresponding uncertainties on the ratio. The Z
acceptance uncertainty includes PDF, ↵S , QCD scale and generator modelling uncertainties [16], and is considered
uncorrelated to the corresponding e↵ects in modelling tt̄ production. Values given as 0.0 are smaller than 0.05, and
those marked ‘-’ are not relevant for the corresponding channel.

The measured ratio is compared to predictions obtained at NNLO accuracy in QCD with leading-order
electroweak corrections for Z production with FEWZ [57], and at NNLO+NNLL accuracy for tt̄ pro-
duction with top++ [6]. The predictions are calculated using the CT10nnlo [11], ABM12LHC [65],
NNPDF3.0 [61] and MMHT14nnlo68CL [60] NNLO PDF sets, taking into account correlations of the
systematic uncertainties on the PDFs. QCD renormalisation and factorisation scale uncertainties are
taken to be uncorrelated between the two processes. The prediction for the CT10nnlo PDF set (with PDF

21

Uncertainty ��tt̄/�tt̄ (%)

Data statistics 7.6

tt̄ NLO modelling 2.6
tt̄ hadronisation 7.9
Initial/final state radiation 1.5
PDF 3.7
Single-top Wt cross-section 0.6
Single-top interference <0.05
Diboson cross-section 0.4
Z+jets! ee/µµ modelling 1.5
Z+jets! ⌧⌧ modelling 0.1
Electron energy scale 0.3
Electron energy resolution 0.2
Electron identification 3.6
Electron trigger 0.2
Electron isolation 1.0
Muon momentum scale 0.1
Muon momentum resolution 1.1
Muon identification 0.8
Muon trigger 0.6
Muon isolation 1.0
Jet energy scale 1.2
Jet energy resolution 0.2
b-tagging e�ciency 0.8
Missing transverse momentum 0.3
NP & fakes 1.5

Analysis systematics 11

Integrated luminosity 10

Total uncertainty 16

Table 4: Summary of the statistical, systematic and total uncertainties on the tt̄ production cross-section �tt̄ in the
same flavour dilepton channel.

that a↵ect the measurements are discussed in detail below, starting with those common to the two analyses
and then the uncertainties specific to each channel.
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Uncertainty ��tt̄/�tt̄ (%)

Data statistics 1.5

tt̄ NLO modelling 0.6
tt̄ hadronisation 4.1
Initial/final state radiation 1.9
PDF 0.7
Single top cross-section 0.3
Diboson cross-sections 0.2
Z+jets cross-section 1.0
W+jets method statistics 1.7
W+jets modelling 1.0
Electron energy scale/resolution 0.1
Electron identification 2.1
Electron isolation 0.4
Electron trigger 2.8
Muon momentum scale/resolution 0.1
Muon identification 0.2
Muon isolation 0.3
Muon trigger 1.2
Emiss

T scale/resolution 0.4
Jet energy scale +10

�8
Jet energy resolution 0.6
b-tagging 4.1
NP & fakes 1.8

Analysis systematics +13
�11

Integrated luminosity +11
�9

Total uncertainty +17
�14

Table 5: Summary of the statistical, systematic and total uncertainties on the tt̄ production cross-section �tt̄ meas-
ured in the lepton-plus-jets channel.
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