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Overview	of	ONSEN	

•  Hardware	
•  Firmware	/	So?ware	Development	
•  Phase	2	Prepara)ons	
•  Full	Rate	Test	
•  Plans	
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Hardware	

⇥ .
⇥ .
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xFP	card	
v4.0	
Nov.	`14	

CNCB	
v3.3	
May	`15	
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Hardware	Upgrade	
I

I

⇥ ⇥ ⇥

⇥ ⇥ ⇥

I !

I

CN_V4	Design	ongoing,	nearly	finished	
Jingzhou	ZHAO,	Zhen-An	LIU,	Wenxuan	
GONG	Trigger	Lab,	IHEP,	Beijing		
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Setup	

Phase	2	
1	Merger	node	for	HLT	and	DATCON	
2	Selector	nodes	for	ROI	selec)on	

Phase	3	
1	Merger	node	for	HLT	and	DATCON	
32	Selector	nodes	for	ROI	selec)on	
-	incl.	event	distribu)on	
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ATCA	Shelf	Setup	

Phase	2	
	

Picture	of	current	setup	at	KEK	

Phase	3	
	
Picture	of	Full	ONSEN	Test	
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FW/SW	Development	

•  Several	firmware	improvements	and	bugfixing	
– becer	handling	of	bad	incoming	data	
– huge	internal	update	of	filter	process	
– update	of	epics	connec)vity	
– higher	level	of	automa)on	

•  Less	)me	required	for	flash	or	reset	
procedures	
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FW/SW	Development	

•  Nearly	all	errors	of	previous	beam	test	could	
be	reproduced	and	cleared	

•  Implementa)on	of	version	management	into	
firmware	and	so?ware	(accessible	via	EPICS)	

•  ONSEN	emulator	allows	verifica)on	of	output	

•  Lab	test	in	Giessen	result	excepted	behavior	
and	shows	performance	improvement	
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Phase	2	Prepara)ons	

•  ONSEN	was	moved	in	Tsukuba	Hall	from	B3	to	
E-Hut	and	connected	successfully	to	HLT,	EB,	
DHH	and	DATCON	(cabling,	etc…)✔	

•  1	CNCN	&	4	xFP	cards	as	spare	brought	to	KEK	
•  Update	of	firmware	and	minor	adjustments	
due	to	a	different	shelf	configura)on✔	

•  Integra)on	in	Global	RunControl	✔	

✔	
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Phase	2	Prepara)ons	

•  DAQ	Tests	with	HLT	and	EB	successful	✔
•  DAQ	Tests	including	DHH	
•  DAQ	Tests	including	DATCON	

planned	for	
coming	weeks	
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Full	Rate	Test	

•  ONSEN	is	prepared	and	set	up	at	KEK	
•  Hardware	is	in	final	state	and	runs	quite	well	
– one	voltage	was	fluctua)ng	due	to	different	
capacitors	->	fixed	now	

– some	xFP	cards	have	flash	problems	and	are	
already	shipped	to	IHEP	for	repair	->	ongoing	

•  Is	ONSEN	hardware	and	firmware	ready	to	
handle	proposed	data	rate?	
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Full	Rate	Test	

l  For	each	AMC	~	550	MB/s	input	per	DHC	link	
-  ¼	of	final	trigger	rate	(7.5	kHz)	
32	cards	in	total:	17.6	GB/s	

l  7.5	kHz	trigger	rate	of	HLT	
-  Rejec)on	factor	of	2/3	
-  Simplified	ROI	distribu)on	atm.	
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Full	Rate	Test	

•  Schema)c	setup	
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Used	Data	

l  ROI	generated	by	so?ware	on	local	PC	
with	different	pacerns	
-  Send	all	0/1	
-  Accept	1/3/10	

l  DHC	data	with	5	DHE	each	with	4	DHP	
-  3%	occupancy	at	6.25	Gbps	line	rate	
-  Random	row-column-adc	combina)ons	

l  Synchronized:		HLT	&	DHC	emu	

  

Estimation of HLT latency

- Measurement using Belle's RFARM(=HLT) with current Belle

   reconstruction code.

- The processing time for full event reconstruction (incl.

  both full tracking + energy clustering) is measured for

  “L4 passed” events. (Exp.57, ~5000 events)

(msec)

linear log

- 5 sec. latency seems to be a reasonable assumption even 

  though we take into the account the possibility of longer

  reconstruction time (~50% slower, for example.)

- 2.6 % of events takes more than 5 sec.

     -> Under investigation by Iwasaki-san

         Could be “junk events”? 

3.2GHz

Intel Xeon,

e-time / core.
Workshop	on	PXD-DAQ	(2010)	
hcps://indico.mpp.mpg.de/event/797/	
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Test	results	

l  3	weeks	tes)ng	and	finalizing	so?ware	
l  No	connec)on	interrupts	(backplane	and	ext.)	
l  No	buffer	overflows	(level	~73%)	
-  Trigger	delay:	constant	1	second	
-  with	poisson	(peak	0.2	s,	tail	up	to	5	s):	~30%	

l  No	framing	errors	/	data	format	errors	
-  Same	performance	with	CRC	erros	(tested)	

l  Mul)ple	start/stop	without	cold	start	
l  Stable	temperature	in	ATCA	shelf	(FPGA:~60C)	
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Test	results	

l  Several	small	runs,	storing	binary	output	data	
on	SSD	for	cross	check	

l  Two	long	runs	over	weekend	(→	/dev/null)	

	
l  Maximum	trigger	rate	at	8kHz	(limited	by	DHC	
aurora	line	rate):	~595	MB/s	

l  Send	all	with	reduced	data	rate	of	600	Hz	and	
no	rejec)on	factor	

9/29/17	 Simon	Reiter,	Giessen	 16	



Belle

PXD	Pre-Mee)ng	:	ONSEN	Update	

Future	plans	

•  ROI	distribu)on	for	phase	3	
•  Rest	of	hardware	for	phase	3	will	be	shipped	
to	KEK	a?er	PERSY	

•  backup	solu)on	of	ONSEN<->EB	connec)on	
– data	bonding	via	C-RORC	(PCIe	card)		

•  Update	of	hardware		
– used	FPGA	is	not	available	anymore	
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