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Observational evidence of dark matter 
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Galactic scales Galaxy clusters scales Cosmological scales 

a)  Rotation	curves	of	spirals	
b)  Weak	lensing	
c)  Velocity	dispersions	of	

satellite	galaxies	
d)  Velocity	dispersions	in	

dSphs	

a)  Velocity	dispersions	of	
individual	galaxies	

b)  Strong	and	weak	
lensing	

c)  Peculiar	velocity	flows	
d)  X-ray	emission	

a)  CMB	anisotropies	
b)  Growth	of	structure	
c)  LSS	distribution	
d)  BAOs	
e)  SZ	effect	

Evidence	has	been	reported	at	all	scales.	



 

VISIBLE MATTER 
 
 

 
 

DARK MATTER 
 

 

 
 
 
 
 
 
 
 
 
 

DARK ENERGY 
 
 
 
 
 
 
 
 
 
 
 
 

ü  Settled in the Big Bang scenario. 

ü  Non-baryonic (dark) matter needed in order 

to explain observations. 

ü  Cold DM to explain the Large Scale Structure 

ü  Λ term to explain the accelerating Universe 



What	is	the	DM	made	of?		
WIMP	model	
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Baer+14	
A.  Direct	detection:	scattering	of	DM	particles	on	target	nuclei.	

B.  Direct	production	of	DM	particles	at	the	lab.	

C.  Indirect	detection:	DM	annihilation	products	(neutrinos,	antimatter,	gammas)	

ü  No	viable	dark	matter	(DM)	candidate	

within	the	Standard	Model.	

ü  Many	DM	particle	candidates	beyond	the	

Standard	Model.	

ü  Weakly	interacting	massive	particles	

(WIMPs)	among	the	preferred	ones.	

WIMP	searches:	



Why	gammas?	
ü Energy	scale	of	annihilation	products	set	by	DM	particle	mass		

à	favored	models	~GeV-TeV	
ü Gamma-rays	travel	following	straight	lines		

à	source	can	be	known	
ü [In	the	local	Universe]	Gamma-rays	do	not	suffer	from	attenuation	

	à	spectral	information	retained.	

The	‘golden	channel’:	GAMMAS	

5	

Neutrinos	
ü 	No	deflection	
ü 	No	absorption	
ü 	BUT	difficult	to	detect	

Antimatter	
ü 	Low	background	in	some	cases		
ü 	BUT	deflected	by	B	fields	
ü 	BUT	energy	loses	



F(Eγ > Eth,Ψ0 ) = J(Ψ0 )× fPP Eγ > Eth( ) photons cm-2 s-1  
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The	DM-induced	gamma-ray	flux	

Astrophysics 

J(Ψ0 ) =
1
4π

dΩ
ΔΩ

∫ ρDM
2 [r(λ)]dλ

l.o.s.∫

Where to search? 
	

•  Galactic	Center	
•  Dwarf	spheroidal	galaxies		
•  Local	galaxy	clusters	
•  Nearby	galaxies...	

Particle physics 

fPP∝
dN f

γ

dEγf
∑ Bf

σ ⋅ v
mχ

2

Ng	:	number	of	photons	
per	annihilation	
above	Eth	

<σ v>:	cross	section	
mχ:	neutralino	mass	

Alex Drlica-Wagner   |   Indirect Detection

Particle Spectrum
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SMOOTH + SUBSTRUCTURE 
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From	the	astrophysics	point	of	view,		

it’s	all	about	the	J-factor.	
	
	

Observational	uncertainties	are	large	and	typically	
prevent	a	precise	J-factor	determination.	

	
	

Can	ΛCDM	help	with	accurate	predictions?		
(and	are	these	compatible	with	current	determinations	of	the		

DM	distribution/content	from	data?)	



The cosmic history  
in the standard cosmological model 
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The	fluctuations	in	the	Cosmic	Microwave	Background	
are	the	fingerprints	of	the	right	cosmological	model!	



(Planck Collaboration, 2013) 

 Six parameter ΛCDM model: {Ωbh2,Ωch2,ΩΛ,τ, ns, ΔR
2} 

Planck Collaboration: The Planck mission

Table 9. Cosmological parameter values for the Planck-only best-fit 6-parameter �CDM model (Planck temperature data plus lensing) and for
the Planck best-fit cosmology including external data sets (Planck temperature data, lensing, WMAP polarization [WP] at low multipoles, high-⌦
experiments, and BAO, labelled [Planck+WP+highL+BAO] in Planck Collaboration XVI (2013)). Definitions and units for all parameters can be
found in Planck Collaboration XVI (2013).

Planck (CMB+lensing) Planck+WP+highL+BAO

Parameter Best fit 68 % limits Best fit 68 % limits

⇥bh2 . . . . . . . . . . 0.022242 0.02217 ± 0.00033 0.022161 0.02214 ± 0.00024

⇥ch2 . . . . . . . . . . 0.11805 0.1186 ± 0.0031 0.11889 0.1187 ± 0.0017

100�MC . . . . . . . . 1.04150 1.04141 ± 0.00067 1.04148 1.04147 ± 0.00056

⌅ . . . . . . . . . . . . 0.0949 0.089 ± 0.032 0.0952 0.092 ± 0.013
ns . . . . . . . . . . . 0.9675 0.9635 ± 0.0094 0.9611 0.9608 ± 0.0054

ln(1010As) . . . . . . . 3.098 3.085 ± 0.057 3.0973 3.091 ± 0.025

⇥� . . . . . . . . . . . 0.6964 0.693 ± 0.019 0.6914 0.692 ± 0.010

⇤8 . . . . . . . . . . . 0.8285 0.823 ± 0.018 0.8288 0.826 ± 0.012

zre . . . . . . . . . . . 11.45 10.8+3.1
�2.5 11.52 11.3 ± 1.1

H0 . . . . . . . . . . . 68.14 67.9 ± 1.5 67.77 67.80 ± 0.77

Age/Gyr . . . . . . . 13.784 13.796 ± 0.058 13.7965 13.798 ± 0.037

100�⇥ . . . . . . . . . 1.04164 1.04156 ± 0.00066 1.04163 1.04162 ± 0.00056

rdrag . . . . . . . . . . 147.74 147.70 ± 0.63 147.611 147.68 ± 0.45

rdrag/DV(0.57) . . . . 0.07207 0.0719 ± 0.0011

for “running” of the spectral index. The spectrum does, however,
deviate significantly (6⇤) from scale invariance, as predicted by
most models of inflation (see below). The unique contribution
of Planck, compared to previous experiments, is that the depar-
ture from scale invariance is robust to changes in the underlying
theoretical model.

We find no evidence for extra relativistic species, beyond the
three species of (almost) massless neutrinos and photons. The
main e⇤ect of massive neutrinos is a suppression of clustering on
scales larger than the horizon size at the non-relativisitic transi-
tion. This a⇤ects both C⇧⇧L with a damping for L > 10, and CTT

⌦
reducing the lensing induced smoothing of the acoustic peaks.
Using Planck data in combination with polarization measured
by WMAP and high-⌦ anisotropies from ACT and SPT allows
for a constraint of

�
m⇥ < 0.66 eV (95 % CL) based on the

[Planck+WP+highL] model. Curiously, this constraint is weak-
ened by the addition of the lensing likelihood

�
m⇥ < 0.85 eV

(95 % CL), reflecting mild tensions between the measured lens-
ing and temperature power spectra, with the former preferring
larger neutrino masses than the latter. Possible origins of this
tension are explored further in Planck Collaboration XVI (2013)
and are thought to involve both the C⇧⇧L measurements and fea-
tures in the measured CTT

⌦ on large scales (⌦ < 40) and small
scales ⌦ > 2000 that are not fit well by the �CDM+foreground
model. The signal-to-noise on the lensing measurement will im-
prove with the full mission data, including polarization, and it
will be interesting to see how this story develops.

The combination of large lever arm, sensitivity to isocurva-
ture fluctuations and non-Gaussianity makes Planck particularly
powerful at probing inflation. Constraints on inflationary mod-
els are presented in Planck Collaboration XXII (2013) and over-
whelmingly favor a single, weakly coupled, neutral scalar field
driving the accelerated expansion and generating curvature per-
turbations. The models that fit best have a canonical kinetic term
and a field slowly rolling down a featureless potential.

Fig. 26. Marginalized 68 % and 95 % confidence levels for ns and r from
Planck+WP and BAO data, compared to the theoretical predictions of
selected inflationary models.

Of the models considered, those with locally concave poten-
tials are favored and occupy most of the region in the ns,r plane
allowed at 95 % confidence level (see Fig. 23). Power law in-
flation, hybrid models driven by a quadratic term and monomial
large field potentials with a power larger than two lie outside the
95 % confidence contours. The quadratic large field model, in
the past often cited as the simplest inflationary model, is now at
the boundary of the 95 % confidence contours of Planck + WP
+ CMB high ⌦ data.

The axion and curvaton scenarios, in which the CDM isocur-
vature mode is uncorrelated or fully correlated with the adiabatic
mode, respectively, are not favored by Planck, which constrains
the contribution of the isocurvature mode to the primordial spec-
tra at k = 0.05Mpc�1 to be less than 3.9 % and 0.25 % (at 95 %
CL), respectively.

The Planck results come close to the tightest upper limit on
the tensor-to-scalar amplitude possible from temperature data
alone. The precise determination of the higher acoustic peaks
breaks degeneracies that have weakened earlier measurements.

36

“Concordance”	cosmology	



	Initial	conditions:	matter	power	spectrum	
The Power Spectrum

€ 

δ(x, t) =
ρ(x, t) − ρ (t)

ρ (t)

fluctuations in the density field

5

II. NOTATION AND CONVENTIONS

In the following, I consider fluctuations in the density field ρ(x⃗) described by the density

contrast δ(x⃗) ≡ [ρ(x⃗) − ρM]/ρM, where ρM is the mean mass density in the universe and x⃗

is a comoving spatial coordinate. In the standard paradigm, the universe is endowed with

primordial density fluctuations during an epoch of cosmological inflation and the primordial

density contrast is a statistically homogeneous and isotropic Gaussian random field. This

means that the joint probability distribution of the density contrast at a set of points in

space is given by a multivariate Gaussian distribution. Homogeneity requires that the mean

⟨δ(x⃗)⟩, of the distribution and the two-point function ⟨δ(x⃗1)δ(x⃗2)⟩ ≡ ξ(x⃗1, x⃗2) be invariant

under translations. The two-point function is then a function only of the separation vector

between two points, ξ(x⃗1, x⃗2) = ξ(x⃗1 − x⃗2). Isotropy requires that ξ(x⃗) is invariant under

rotations as well, so the two-point correlation function is only a function of the distance

between two points, ξ(x⃗1, x⃗2) = ξ(|x⃗1 − x⃗2|).

The Fourier transform of the density contrast is given by the convention

δ(k⃗) =
∫

d3x δ(x⃗)eik⃗·x⃗ (1)

with the inverse transform

δ(x⃗) =
1

(2π)3

∫

d3k δ(k⃗)e−ik⃗·x⃗. (2)

Notice that the δ(k⃗) have dimensions of volume and that for a real-valued field δ(x⃗), the

Fourier coefficients obey the relation δ(−k⃗) = δ∗(k⃗). We have implicitly assumed that there

is some very large cut-off scale L ≡ V 1/3 that renders the integral
∫

|δ(x⃗)|d3x finite and that

this scale is much larger than any other scale of interest so that it plays no meaningful role.

Using these conventions, one can compute the two-point function ξ(r⃗) ≡ ⟨δ(x⃗)δ(x⃗ + r⃗)⟩ in

terms of the Fourier coefficients, where the average is taken over all space. The two-point

function is a function only of the amplitude of r⃗ due to isotropy, and the result is

ξ(r) =
1

2π2

∫

k3V −1|δ(k)|2 sin(kr)

kr
d ln k. (3)

The correlation function is the Fourier transform of the power spectrum

P (k) ≡ V −1⟨|δ(k)|2⟩, (4)

the Fourier transform is given by
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where the average is over an ensemble of universes with the same statistical properties. The

power spectrum has dimensions of volume and so a quantity that lends itself more easily to

direct interpretation is the dimensionless combination

∆2(k) ≡ k3P (k)/2π2. (5)

The correlation function ⟨δ2(x⃗)⟩ is simply the mass variance. From Eq. (3), ∆2(k) is the

contribution to the mass variance from modes in a logarithmic interval in wavenumber, so

that ∆2(k) ∼ 1 indicates order unity fluctuations in density on scales of order ∼ k.

In the standard, cold dark matter (CDM) model, ∆2(k) increases with wavenumber (at

least until some exceedingly small scale determined by the physics of the production of the

CDM in the early universe), but we observe the density field smoothed with some resolution.

Therefore, a quantity of physical interest is the density field smoothed on a particular scale

RW,

δ(x⃗; RW) ≡
∫

d3x′ W (|x⃗′ − x⃗|; RW)δ(x⃗′) (6)

The function W (x; RW) is the window function that weights the density field in a manner

that is relevant for the particular application. According to the convention used in Eq. (6),

the window function (sometimes called filter function) has units of inverse volume by di-

mensional arguments. It is also useful to think of a window as having a particular window

volume VW. The window volume can be obtained operationally by normalizing W (x) such

that it has a maximum value of unity and is dimensionless. Call this new dimensionless

window function W ′(x). The volume is given by integrating to give VW =
∫

d3xW ′(x). In

this way, one thinks of the window weighting points in the space by different amounts. It

should be clear that W (x) = W ′(x)/VW. Roughly speaking, the smoothed field is the av-

erage of the density fluctuation in a region of volume VW ∼ R3
W. The Fourier transform of

the smoothed field is

δ(k⃗; RW) ≡ W (k⃗; RW)δ(k⃗), (7)

where W (k⃗; RW) is the Fourier transform of the window function.

The most natural choice of window function is probably a simple sphere in real space.

The window function is then

W (x; RW) =
3

4πR3
W

(x ≤ RW)

0 (x > RW)
. (8)

the two point correlation function is:

the power spectrum is: 

which is often given in dimensionless units:

-	The	PS	describes	the	density	contrast	of	the	Universe	as	a	function	of	scale.		
-	Initial	conditions	from	inflation.	

The Power Spectrum

€ 

δ(x, t) =
ρ(x, t) − ρ (t)

ρ (t)

fluctuations in the density field
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where the average is over an ensemble of universes with the same statistical properties. The

power spectrum has dimensions of volume and so a quantity that lends itself more easily to

direct interpretation is the dimensionless combination

∆2(k) ≡ k3P (k)/2π2. (5)

The correlation function ⟨δ2(x⃗)⟩ is simply the mass variance. From Eq. (3), ∆2(k) is the

contribution to the mass variance from modes in a logarithmic interval in wavenumber, so

that ∆2(k) ∼ 1 indicates order unity fluctuations in density on scales of order ∼ k.

In the standard, cold dark matter (CDM) model, ∆2(k) increases with wavenumber (at

least until some exceedingly small scale determined by the physics of the production of the

CDM in the early universe), but we observe the density field smoothed with some resolution.

Therefore, a quantity of physical interest is the density field smoothed on a particular scale

RW,

δ(x⃗; RW) ≡
∫

d3x′ W (|x⃗′ − x⃗|; RW)δ(x⃗′) (6)

The function W (x; RW) is the window function that weights the density field in a manner

that is relevant for the particular application. According to the convention used in Eq. (6),

the window function (sometimes called filter function) has units of inverse volume by di-

mensional arguments. It is also useful to think of a window as having a particular window

volume VW. The window volume can be obtained operationally by normalizing W (x) such

that it has a maximum value of unity and is dimensionless. Call this new dimensionless

window function W ′(x). The volume is given by integrating to give VW =
∫

d3xW ′(x). In

this way, one thinks of the window weighting points in the space by different amounts. It

should be clear that W (x) = W ′(x)/VW. Roughly speaking, the smoothed field is the av-

erage of the density fluctuation in a region of volume VW ∼ R3
W. The Fourier transform of

the smoothed field is

δ(k⃗; RW) ≡ W (k⃗; RW)δ(k⃗), (7)

where W (k⃗; RW) is the Fourier transform of the window function.

The most natural choice of window function is probably a simple sphere in real space.

The window function is then

W (x; RW) =
3

4πR3
W

(x ≤ RW)

0 (x > RW)
. (8)

the two point correlation function is:

the power spectrum is: 

which is often given in dimensionless units:

The Power Spectrum

€ 

δ(x, t) =
ρ(x, t) − ρ (t)

ρ (t)

fluctuations in the density field
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the two point correlation function is:

the power spectrum is: 

which is often given in dimensionless units:

δ	>>	1		à	linear	regime		
δ	<<	1		à	non-linear	regime	

R.	Wechsler	



Evolution	of	the	matter	power	spectrum	
evolution of the 

matter power spectrum
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linear power spectrum

non-linear power spectrum

finite volume box; 
large modes have noise

largest scales are still in 
the linear regime

∆2(k) =
k3P (k)

2π2

R.	Wechsler	

•  On	large	scales,	low	density	contrast	à	structures	grow	in	the	linear	regime.	
•  On	small	scales,	non-linear	gravitational	collapse:	

	à	Simple	analytical	models	(e.g.	SIM)	
	à	Higher	order	perturbation	theory.	
	à	N-body	simulations.		



(M.	Tegmark)	

Matter	power	spectrum	measurements	
(Tegmark	et	al.	2004)	

P(k)	at	present	epoch	



¿Why cold?  

Credit: Ben Moore http://www.nbody.net 

Hot Warm Cold BOTTOM-UP 
hierarchical 

structure formation 
and  

abundance of  
substructure  

favored by present 
observations. 

fluctuations in CDM

• δ ~ M-(n+3)/6

• for n=1 spectrum:  δ ~ M-2/3 t2/3

• smaller fluctuations at bigger mass scales.

• small structures form first and merge to 
form larger structures

Hierarchical Structure Formation

Small	structures	form	first	and	merge	
to	form	large	structures	



End 

CMB	fluctuations	ARE	NOT	large	enough	to		
produce	the	observed	Large	Scale	Structure	without	the	help	of	CDM	

Amplitude	of	
fluctuations		
needed	to	

account	for	the	
structure	we	see	
today	if	there	
was	no	DM	

Actual	CMB	data	

¿Why CDM?  
o	



DARK	MATTER	HALOS	

•  Basics:	
–  Collapsed	structures.	
–  Self-bound.	
–  “Virialized”	(i.e.	in	equilibrium)	à	Virial	radius	and	mass.	

•  Halos	are	the	basic	building	blocks	of	LSS.	Galaxies	also	reside	in	them.	
	
•  Halos	come	from	peaks	in	the	initial	density	field	

	à	study	of	initial	peaks’	properties		
									à	final	halo	properties	(density	profiles,	abundance,	clustering…)	
									à	starting	point	for	semi-analytical	models,	e.g.	Spherical	Collapse.	
									à	complicated.	
	à	N-body	simulations.	

17	

o	



Non-linear	evolution:	
N-body	cosmological	simulations	

Some	applications…	

ü  Large	Scale	Structure	studies.	

ü  Internal	structure	of		CDM	halos.	

ü  Substructures.	

ü  Galaxy	formation	and	evolution.	

ü  Strong/weak	lensing	

ü  Near-field	cosmology	

ü  Streams.	

ü  Dark	matter	detection.	
18 

Zoom	sequence	from	100	to	0.5	Mpc/h		
Millenium-II	simulation	(Boylan-Kolchin+09)	

ü  Great	theoretical	advances	in	cosmic	structure	and	
galaxy	formation	in	the	last	40	years.	
	(e.g.	Spherical	Collapse	+	Press-Schechter	formalism)	

ü  BUT…	Structure	formation	highly	non-linear	process	
	à	N-body	simulations	needed	



How	to	recreate		
the	Universe	in	the	

computer?	

1.   INITIAL	CONDITIONS	

2.	EVOLUTION	



CMB	is	a	snapshot	of	primordial	density	fluctuations	in	matter	at	z=1000.	These	fluctuations	
later	collapse	under	gravity	to	form	structures	in	the	Universe.	

1.   INITIAL	CONDITIONS	
	

-  Cosmological	model	
-  Matter	power	spectrum	

CMB!	
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2.	Evolution:	structure	formation	
•  Growth	of	density	perturbations	in	an	expanding	universe.	

•  Newtonian	gravity	(size	of	the	region	<<	RHubble;	non-relativistic	matter	)	
	(Other	forces	may	be	included	depending	on	composition	and	scales	considered.)	

	
•  The	equations	are	solved	in	an	expanding	system	of	coordinates.	

Evolution	of	the	
density	contrast,	Δ=δρ/ρ0	

•  We	perturb	the	system	around	the	uniform	expansion	v0	=	H0r:	



Np = 32768 

Klypin	&	Shandarin	1983	
Davis	et	al.	1985	



Springel	et	al.	2005	

The Millennium Simulation 
The Millennium Run used more than 10 billion particles to trace the evolution of the 
matter distribution in a cubic region of the Universe over 2 billion light-years on a side. 

Redshift z=0 (t = 13.6 Gyr): 

Redshift z=18.3 (t = 0.21 Gyr): 
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Bolshoi-Planck 
Cosmological Simulation

NASA Ames Research Center
Anatoly Klypin & Joel Primack   

8.6x109 particles   1 kpc resolution
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Also	a	good	statistical	match	
(important	to	use	the	right	cosmological	parameters)	

e.g.	Bolshoi	in	better	agreement	with	current	data	



DM halo mass function (HMF) 

Points:	MultiDark	set	of	simulations	(Klypin+16)	
Lines:	Tinker+08	HMF	

HMF	gives	the	number	of	dark	matter	halos	of	a	given	mass.	

3. HALO MASS FUNCTION

3.1. Fitting Formula and General Results

Although the number density of collapsed halos of a given
mass depends sensitively on the shape and amplitude of the power
spectrum, successful analytical Ansätze predict the halo abun-
dance quite accurately by using a universal function describ-
ing the mass fraction of matter in peaks of a given height, ! !
"c/#(M; z), in the linear density field smoothed at some scale R ¼
(3M /4$%̄m)

1/3 (Press & Schechter 1974; Bond et al. 1991; Sheth
& Tormen 1999). Here, "c # 1:69 is a constant corresponding to
the critical linear overdensity for collapse and #(M ; z) is the rms
variance of the linear density field smoothed on scale R(M ). The
traditional nonlinear mass scale M$ corresponds to # ¼ "c. This
fact has motivated the search for accurate universal functions de-
scribing simulation results by Jenkins et al. (2001), White (2002),
and Warren et al. (2006). Following these studies, we choose the
following functional form to describe halo abundance in our
simulations:

dn

dM
¼ f (#)

%̄m
M

d ln #% 1

dM
: ð2Þ

In extended Press-Schechter theory, the overdensity at a location
in a linear density field follows a random walk with decreasing
smoothing scale. The function f (#) is the #-weighted distribution
of first crossings of these random walks across a barrier separat-
ing collapsed objects from uncollapsed regions (e.g., where the
random-walking overdensity first crosses "c). The function f (#)
is expected to be universal to the changes in redshift and cos-
mology and is parameterized as

f (#) ¼ A
#

b

! "% a

þ 1

# $
e% c=# 2

; ð3Þ

where

#2 ¼
Z

P(k)Ŵ (kR)k 2 dk; ð4Þ

P(k) is the linear matter power spectrum as a function of wave-
number k, and Ŵ is the Fourier transform of the real-space top-
hat window function of radius R. It is convenient to recall that the
matter variance monotonically decreases with increasing smooth-
ing scale; thus, higherM corresponds to lower #. In the figures and
text, we will use log #% 1 as the independent variable. This quan-
tity increases monotonically with halo mass.

The functional form (3) was used in Warren et al. (2006) with
minor algebraic difference, and is similar to the forms used by
Sheth & Tormen (1999)11 and Jenkins et al. (2001). ParametersA,
a, b, and c are constants to be calibrated by simulations. The pa-
rameter A sets the overall amplitude of the mass function, while a
and b set the slope and amplitude of the low-mass power law, re-
spectively. The parameter c determines the cutoff scale at which
the abundance of halos exponentially decreases.

The best-fit values of these parameters were determined by fit-
ting equation (3) to all the z ¼ 0 simulations using &2 minimiza-
tion and are listed in Table 2 for each value of !. For! ) 1600,

we fix the value of A to be 0.26 without any loss of accuracy.12

This allows the other parameters to vary monotonically with!,
allowing for smooth interpolation between values of !.
Figure 5 shows the mass function measured for three values

of ! and the corresponding best-fit analytic functions. We plot
(M 2/%̄m) dn/dM rather than dn/dM to reduce the dynamic range
of the y-axis, as dn/dM values span nearly 14 orders of magni-
tude. The figure shows that as ! increases the halo masses be-
come systematically smaller. Thus, from ! ¼ 200 to 3200, the
mass scale of the exponential cutoff reduces substantially. The
shape of the mass function is also altered; at! ¼ 200 the loga-
rithmic slope at low masses is *% 1.85, while at ! ¼ 3200 the
slope is nearly % 2. This change in slope is due to two effects. First,
the fractional change in mass when converting between values of
! is not a constant; it depends on halo mass. Because halo con-
centrations are higher for smaller halos, the fractional change is
higher at lower masses, thus steepening the mass function. Sec-
ond, a number of low-mass objects withinR200 of a larger halo are
‘‘exposed’’ as distinct halos when halos are identified with ! ¼
3200. Although all halos contain substructure, these ‘‘revealed’’
subhalos will only impact overall abundance of objects at low
mass,M P 1012 h% 1 M+ , because the satellite fraction (the frac-
tion of all halos located within virial radii of larger halos) de-
creases rapidly from #20% to zero for M > 1012 h% 1 M+ (e.g.,
Kravtsov et al. 2004). This trend can be understood using aver-
age properties of subhalos in parent CDM halos. Subhalo popu-
lations are approximately self-similar with only a weak trend with
mass (e.g., Moore et al. 1999; Gao et al. 2004), and the largest11 A convenient property of the Sheth & Tormenmass function is that one re-

covers the mean matter density of the universe when integrating over all mass;
the function is normalized such that

R
f (#) d ln #% 1 ¼ 1. Eq. (3) does not con-

verge when integrating to log #% 1 ¼ % 1. In Appendix C we present a modified
fitting function that is properly normalized at all ! but still produces accurate
results at z ¼ 0.

12 Although a four-parameter function is required to accurately fit the data at
low!, at high overdensities the error bars are sufficiently large that a degeneracy
between A and a emerges, and the data can be fit with only three free parameters,
given a reasonable choice for A.

Fig. 5.—Measured mass functions for all WMAP1 simulations, plotted as
(M 2/%̄m) dn/dM against logM . The solid curves are the best-fit functions from
Table 2. The three sets of points show results for! ¼ 200, 800, and 3200 ( from
top to bottom). To provide a rough scaling betweenM and #% 1, the top axis of the
plot shows#% 1 for thismass range for theWMAP1 cosmology. The slight offset be-
tween the L1280 results and the solid curves is due to the slightly lower value of
"m ¼ 0:27.
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3. HALO MASS FUNCTION

3.1. Fitting Formula and General Results

Although the number density of collapsed halos of a given
mass depends sensitively on the shape and amplitude of the power
spectrum, successful analytical Ansätze predict the halo abun-
dance quite accurately by using a universal function describ-
ing the mass fraction of matter in peaks of a given height, ! !
"c/#(M; z), in the linear density field smoothed at some scale R ¼
(3M /4$%̄m)

1/3 (Press & Schechter 1974; Bond et al. 1991; Sheth
& Tormen 1999). Here, "c # 1:69 is a constant corresponding to
the critical linear overdensity for collapse and #(M ; z) is the rms
variance of the linear density field smoothed on scale R(M ). The
traditional nonlinear mass scale M$ corresponds to # ¼ "c. This
fact has motivated the search for accurate universal functions de-
scribing simulation results by Jenkins et al. (2001), White (2002),
and Warren et al. (2006). Following these studies, we choose the
following functional form to describe halo abundance in our
simulations:

dn

dM
¼ f (#)

%̄m
M

d ln #% 1

dM
: ð2Þ

In extended Press-Schechter theory, the overdensity at a location
in a linear density field follows a random walk with decreasing
smoothing scale. The function f (#) is the #-weighted distribution
of first crossings of these random walks across a barrier separat-
ing collapsed objects from uncollapsed regions (e.g., where the
random-walking overdensity first crosses "c). The function f (#)
is expected to be universal to the changes in redshift and cos-
mology and is parameterized as

f (#) ¼ A
#

b
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þ 1

# $
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; ð3Þ
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number k, and Ŵ is the Fourier transform of the real-space top-
hat window function of radius R. It is convenient to recall that the
matter variance monotonically decreases with increasing smooth-
ing scale; thus, higherM corresponds to lower #. In the figures and
text, we will use log #% 1 as the independent variable. This quan-
tity increases monotonically with halo mass.

The functional form (3) was used in Warren et al. (2006) with
minor algebraic difference, and is similar to the forms used by
Sheth & Tormen (1999)11 and Jenkins et al. (2001). ParametersA,
a, b, and c are constants to be calibrated by simulations. The pa-
rameter A sets the overall amplitude of the mass function, while a
and b set the slope and amplitude of the low-mass power law, re-
spectively. The parameter c determines the cutoff scale at which
the abundance of halos exponentially decreases.

The best-fit values of these parameters were determined by fit-
ting equation (3) to all the z ¼ 0 simulations using &2 minimiza-
tion and are listed in Table 2 for each value of !. For! ) 1600,

we fix the value of A to be 0.26 without any loss of accuracy.12
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Figure 5 shows the mass function measured for three values
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come systematically smaller. Thus, from ! ¼ 200 to 3200, the
mass scale of the exponential cutoff reduces substantially. The
shape of the mass function is also altered; at! ¼ 200 the loga-
rithmic slope at low masses is *% 1.85, while at ! ¼ 3200 the
slope is nearly % 2. This change in slope is due to two effects. First,
the fractional change in mass when converting between values of
! is not a constant; it depends on halo mass. Because halo con-
centrations are higher for smaller halos, the fractional change is
higher at lower masses, thus steepening the mass function. Sec-
ond, a number of low-mass objects withinR200 of a larger halo are
‘‘exposed’’ as distinct halos when halos are identified with ! ¼
3200. Although all halos contain substructure, these ‘‘revealed’’
subhalos will only impact overall abundance of objects at low
mass,M P 1012 h% 1 M+ , because the satellite fraction (the frac-
tion of all halos located within virial radii of larger halos) de-
creases rapidly from #20% to zero for M > 1012 h% 1 M+ (e.g.,
Kravtsov et al. 2004). This trend can be understood using aver-
age properties of subhalos in parent CDM halos. Subhalo popu-
lations are approximately self-similar with only a weak trend with
mass (e.g., Moore et al. 1999; Gao et al. 2004), and the largest11 A convenient property of the Sheth & Tormenmass function is that one re-

covers the mean matter density of the universe when integrating over all mass;
the function is normalized such that
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f (#) d ln #% 1 ¼ 1. Eq. (3) does not con-

verge when integrating to log #% 1 ¼ % 1. In Appendix C we present a modified
fitting function that is properly normalized at all ! but still produces accurate
results at z ¼ 0.

12 Although a four-parameter function is required to accurately fit the data at
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between A and a emerges, and the data can be fit with only three free parameters,
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with:	

r.m.s.	of	amplitude	fluctuations	

HMF	one	of	the	most	fundamental	
statistics	in	Cosmology.	
	
It	controls	the	number	of	galaxies,	
clusters,	etc.	
	
Its	evolution	tells	how	fast	objects	
grow.		



Two-point	correlation	function	

(Springel et al. 2005) 

Correlation function (astronomy)
From Wikipedia, the free encyclopedia

In astronomy, a correlation function describes the distribution of galaxies in the universe. By
default, correlation function refers to the two-point autocorrelation function. For a given distance, the
two-point autocorrelation function is a function of one variable (distance) which describes the
probability that two galaxies are separated by this particular distance. It can be thought of as a
lumpiness factor - the higher the value for some distance scale, the more lumpy the universe is at that
distance scale.

The following definition (from Peebles 1980) is often cited:

Given a random galaxy in a location, the correlation function describes the probability that
another galaxy will be found within a given distance.

However, it can only be correct in the statistical sense that it is averaged over a large number of
galaxies chosen as the first, random galaxy. If just one random galaxy is chosen, then the definition is
no longer correct, firstly because it is meaningless to talk of just one "random" galaxy, and secondly
because the function will vary wildly depending on which galaxy is chosen, in contradiction with its
definition as a function.

The spatial correlation function  is related to the Fourier space power spectrum of the galaxy

distribution, , as 

The n-point autocorrelation functions for n greater than 2 or cross-correlation functions for particular
object types are defined similarly to the two-point autocorrelation function.

The correlation function is important for theoretical models of physical cosmology because it
provides a means of testing models which assume different things about the contents of the universe.

References
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See also

Correlation function in statistics
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Figure 4: Galaxy 2-point correlation function at the present epoch. Red symbols (with vanishingly
small Poisson error-bars) show measurements for model galaxies brighter than MK =−23. Data for the
large spectroscopic redshift survey 2dFGRS28 are shown as blue diamonds. The SDSS34 and APM31

surveys give similar results. Both, for the observational data and for the simulated galaxies, the corre-
lation function is very close to a power-law for r≤ 20h−1Mpc. By contrast the correlation function for
the dark matter (dashed line) deviates strongly from a power-law.
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Given	a	random	galaxy	in	a	
location,	the	correlation	
function	describes	the	
probability	that	another	galaxy	
will	be	found	within	a	given	
distance.	

	 	 	(Peebles	1980)	

It	can	be	calculated	from	P(k):	
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Structure	of	DM	halos	
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The	structure	of	Cold	Dark	Matter	halos	
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Virialized	DM	halos	of	all	masses	seem	to	exhibit	a	nearly	
universal	DM	density	profile,	e.g.	Einasto	or	NFW.	
	

	

	

	

	

	

Dark	Matter	density	profiles	from	N-body	simulations	

ρ r( ) = 4ρs
(r / rs )(1+ r / rs )

2

	Navarro-Frenk-White	(1996)	
[	NFW]	

Parameters:		
					(ρs	,	rs)	or	(cvir,Mvir)	or	(vmax,rmax)	
					Concentration	cvir	=	Rvir	/	rs	

DM-only	simulations	predict	cusps	with	
log	slopes		~	-1	in	the	center	of	DM	halos	
	
The	origin	of	these	profiles	is	not	well	
understood.	
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Figure 6 Spherically-averaged density (left) and logarithmic
slope (right) profiles for the nine Phoenix rich cluster halos as a
function of radius. Radii are scaled to the characteristic radius,
r−2, (the radius at which the logarithmic slope has the “isother-
mal” value of -2 in the best-fit Einasto profile). Profiles are plot-
ted down to the minimum numerically converged radius, rconv,

defined by [156]. The thick dashed black line shows the mean
density profile for a stack of all nine Phoenix halos, made after
scaling each to its own virial mass and radius. The thick red
dashed line shows the result of the same stacking procedure,
but applied to the six Aquarius galaxy halos.

of alignments with respect to all three axes is fairly broad
[81,162,164,165,170].
The spins and shapes of halos are sensitive to their large-

scale environment: more rapidly rotating halos of a given
mass are more strongly clustered, as are rounder halos,
even though asphericity correlates positively with rotation
[81]. The strength of these correlations increases with halo
mass: it is weak for galactic halos, but can reach a factor of
two for galaxy cluster halos. This is a further indication that
the internal properties of halos depend not only upon their
mass but also upon the environment in which they form.
The internal distribution of angular momentum within

halos is typically fairly regular. On average, for halos of a
given mass, the median specific angular momentum, j , in-
creases with radius as j (≤ r ) ∝ r . Thus, halos do not rotate
like solid bodies, but rather have an angular velocity that
scales roughly as r−1 . However, there is a large amount of
scatter around these trends [171]. The cumulative distribu-
tion of j can be fit by a universal function which follows a
power-law, M (< j ) ∝ j , over most of the mass, and flattens
at large j [144]. The direction of the angular momentum
vector varies considerably with radius: the median angle
between the inner (r <∼0.25 r200) and total (≤ r200 ) angu-
lar momentum vectors is about 25% [171]. Again there is
large scatter: 95% of halos have their total angular momen-
tum directed between 5 ◦ and 65 ◦ from the inner direction.
The large scatter in the angular momentum structure of

halos reflects the stochastic nature of halo assembly. Merg-

ers, both major and minor, can have dramatic effects, par-
ticularly in the inner parts. For example, analysis of simu-
lated galactic halos [172] shows that large changes in the di-
rection of the angular momentum vector occur frequently:
over their lifetimes (i.e. after a halo acquires half of its final
mass), over 10% of halos experience a flip of at least 45 ◦ in
the spin of the entire system and nearly 60% experience a
flip this large in the inner regions. Such changes, often asso-
ciated with misalignments between the shape and angular
momentum of halos, can have drastic effects on the proper-
ties of the galaxy forming in the halo, sometimes inducing
major morphological transformations [173].

5.3 Halo substructure

Cold dark matter halos are not smooth: vast numbers of
self-bound susbtructures (“subhalos”) swarm within them.
Subhalo centres are the sites where cluster galaxies or satel-
lites galaxies should reside. Substructures were identified
as soon as N-body simulations of halos reached sufficiently
high resolution [136, 174]. It was immediately apparent
that a significant fraction of the halo mass is tied up in sub-
halos and that most of them reside in the outer parts of
the main halo, those that venture close to the centre being
stripped or disrupted by the strong tidal forces. Subhalos
have cuspy, NFW-like density profiles but, because of tidal
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nal does not exceed the observed gamma-ray emission by the Fermi-LAT in an optimized region79

around the GC. The region is chosen in such a way that the S/N ratio is maximized. This kind of80

analysis, without modeling of the astrophysical background, was also carried out by the Fermi-LAT81

collaboration to constrain DM models from Galactic halo observations [19].82

The paper is organized as follows. In Section 2 we discuss DM density profiles such as Navarro,83

Frenk and White (NFW) [20, 21], Einasto [22, 23] and Burkert [24], paying special attention to84

the e�ect of baryonic compression. In Section 3 we analyze the gamma-ray detection from DM85

annihilation, taking into account the contributions from prompt photons and photons induced via86

inverse Compton scattering (ICS). The latter is specially relevant for the µ+µ� channel. We will87

see that compressed profiles significantly increase the gamma-ray flux in the inner regions of the88

Galaxy. In Section 4 we analyze the gamma-ray flux from Fermi-LAT measurements. For that we89

use an optimized region around the GC, which will depend on the particular DM density profile90

considered. Taking into account these results, in Section 5 we are able to obtain significant limits91

on the annihilation cross-section for a generic DM candidate annihilating to bb̄, ⌃+⌃�, µ+µ� or92

W+W�. For example, the thermal cross section is excluded for a DM mass smaller than about 70093

GeV in the bb̄ channel and 500 GeV in the ⌃+⌃� and W+W� channels. For the µ+µ� channel the94

exclusion is for a mass smaller than about 150 to 400 GeV, depending on models of the Galactic95

magnetic field. In general, the upper limits on the annihilation cross section of DM particles are96

two orders of magnitude stronger than without contraction, where the thermal cross section is not97

excluded. Finally, the conclusions are left for Section 6.98

2 Dark matter density profiles99

Cosmological N -body simulations provide important results regarding the expected DM density in100

the central region of our Galaxy. Simulations suggest the existence of an universal DM density101

profile, valid for all masses and cosmological epochs. It is convenient to use the following parame-102

terization for the DM halo density [25], which covers di�erent approximations for DM density:103

⇧(r) =
⇧s

�
r
rs

⇥⇥  
1 +

�
r
rs

⇥�⌦⇥�⇤
�

, (1)

where ⇧s and rs represent a characteristic density and a scale radius, respectively. The NFW density104

profile [20, 21], with (�,⇥,⇤) = (1,3,1), is by far the most widely used in the literature. Another105

approximation is the so-called Einasto profile [22, 23]106

⇧Ein(r) = ⇧s exp

⌥
� 2

�
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r

rs

⌅�

� 1

⌃�
, (2)

which provides a better fit than NFW to numerical results [23, 26]. Finally, we will also consider DM107

density profiles that possess a core at the center, such as the purely phenomenologically motivated108

Burkert profile [24]:109

⇧Burkert(r) =
⇧s r3s

(r + rs) (r2 + r2s)
. (3)

3

Phoenix	+	Aquarius	simulations	[Frenk	&	White	2012]	

o	

2

1. INTRODUCTION: FROM COLD COLLAPSE
TO HIERARCHICAL CLUSTERING

1.1. A short history

N-body simulations of the gravitational collapse of
a collisionless system of particles pre-dates the CDM
model. Early simulations in the 1960’s studied the for-
mation of elliptical galaxies from the collapse of a cold
top-hat perturbation of stars1,2,3. The resulting virial-
isation process gave rise to equilibrium structures with
de Vaucouleurs4 or Einasto5,6 type density profiles, simi-
lar to observations of elliptical galaxies. It is remarkable
that the end state of almost any gravitational collapse,
independent of the small scale structure and hierarchical
merging pattern, leads to a similar global structure of the
final equilibrium system7,8,9.

Computer simulations in the 70’s attempted to follow
the expansion and a collapse of a spherical overdensity to
relate to the observed properties of virialised structures
such as galaxy clusters10. Using a random distribution
of particles with a Poisson power spectrum lead to the
initial formation of many bound clumps, however it was
observed that these bound structures were destroyed as
the final system formed - resulting in a smooth distri-
bution of matter. This overmerging problem persisted
for over two decades and motivated the development of
semi-analytical models for galaxy formation11.

During the 1980’s, it was proposed that cosmic struc-
ture formation follows a dominant, non-baryonic cold
dark matter (CDM) component12. Cold dark mat-
ter could consist of new and yet undiscovered weakly-
interacting massive particles (WIMPs), which occur for
example in super-symmetric extensions of the Standard
Model of particle physics13. ”Cold” means that these
particles have rather small thermal velocities, which al-
lows the formation of very small structures, typically
down to far below one solar mass14,15,16. CDM together
with the even more mysterious dark energy (usually de-
noted ”Λ”) are the dominant components of the ΛCDM
model, in which all the ordinary matter accounts for only
4.6 percent of the total. ΛCDM has by now become the
”standard cosmological model” and its parameters (and
therefore the initial conditions for structure formation)
are now known to a reasonable precision17.

Computer simulations allow to follow the non-linear
evolution of perturbations, starting from realistic and
well constrained cosmological initial conditions. The fi-
nal quasi-equilibrium structures are the dark matter ha-
los that are observed to surround galaxies and galaxy
clusters. During the 1980’s, the first simulations of the
CDM model were carried out. Large cubes of the universe
were simulated in an attempt to match the large scale
clustering of galaxies. Some of the most basic properties
of collapsed structures were discovered - the distribution
of halo shapes, spin parameters etc18,19. It was not un-
til the simulations of Dubinski & Carlberg that individ-
ual objects were simulated at sufficiently high resolution

FIG. 1: Density profile of the million particle dark matter halo
simulation of Dubinski & Carlberg 1990 (crosses). The solid
line shows the best fit NFW profile (Eqn. 1) to the original
data. This Figure was adapted from22 by John Dubinski and
it is reproduced here with his permission.

to resolve their inner structure on scales that could be
compared with observations20. Using a million particle
simulation of a cluster mass halo run on a single work-
station for an entire year, these authors found central
cusps and density profiles with a continuously varying
slope as a function of radius. They fit Hernquist profiles
to their initial simulations but an NFW profile21 provides
an equally good fit (see Figure 1). Most likely due to a
large softening length, the final virialised structure was
almost completely smooth.

Navarro et al. (1996) published results of simulations
of halo density profiles from scales of galaxies to galaxy
clusters. They demonstrated that all halos could be rea-
sonably well fit by a simple function (Eqn. 1) with a con-
centration parameter that was related to the halo mass21.
However, with less than 104 particles only the mass pro-
file beyond about 5-10 percent of the virial radius was re-
solved reliably. Shortly afterwards, simulations with 106

particles showed cusps steeper than r−1 down to their
innermost resolved point near one percent of the virial
radius23. These simulations also resolved the overmerg-
ing problem24 - the resolution was sufficient to resolve
cusps in the progenitor halos enabling the structures to
survive the merging hierarchy23,25,26. The final surviving
substructure population is a relic of the entire merger his-
tory of a given CDM halo.

Dubinsky&Carlberg	90	



CDM	halo	concentrations	
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Figure 11. Dependence of halo concentration c on log σ−1 after
rescaling all the results of Bolshoi and MultiDark simulations to
z = 0. The plot shows a tight intrinsic correlation of C on σ′.

and

σ−1

0 = 1.047, σ−1

1 = 1.646, β = 7.386, x1 = 0.526. (22)

Accurate approximations for the rms density fluctua-
tion σ(M,a) for the cosmological parameters of the Bol-
shoi/MultiDark simulations are given in Klypin et al. (2010)
and for convenience are reproduced here:

σ(M,a) = D(a)
16.9 y0.41

1 + 1.102 y0.20 + 6.22 y0.333
, (23)

y ≡
[

M

1012h−1M⊙

]−1

.

Figure 10 shows the evolution of cmin and σ−1

min
with

“time” x, and presents the approximations given in eqs.(19-
20). The evolution is clearly related with the transition from
the matter dominated period (Ωm(a) ≈ 1, x < 0.3) to the
Λ-dominated one with x > 0.7. Approximations for the
halo concentration are presented in Figure 8 for some red-
shifts. The parameters A, b, c, d of the C(σ′) relation are de-
termined from the best fit to the concentration–σ(M) Bol-
shoi/MultiDark data at all redshifts.

Here is a step-by-step description how to estimate halo
concentration:

• For given mass M and a = 1/(1 + z) find x, D(a), and
σ(M,a) using eqs. (13, 12, 16 or 23)

• Use eq. (18) to find parameters B0 and B1.
• Use eqs. (15-16) to find σ′ and C
• Use eq. (14) to find halo concentration c(M, z).

We present the final results and approximations in two
different forms. Functions B0 and B1 can be used to find
values of C and σ′, which is effectively the same as rescal-
ing concentrations c(σ, x) measured in simulations to the

Figure 12. Halo mass–concentration relation of distinct halos at
different redshifts in the Bolshoi (open symbols) and MultiDark
(filled symbols) simulations is compared with analytical approxi-
mation eqs.(14-16 (curves)). The errors of the approximation are
less than a few percent.

same redshift z = 0. Figure 11 shows results of simulations
rescaled in this way. The U-shape of C(σ′) is clearly seen.
The C(σ′) function to some degree plays the same role for
concentrations as the function f(σ) for the mass function
in eqs.(3-4). It tells us that there is little evolution in the
dependence of concentration with mass once intrinsic scal-
ings (e.g., x instead of expansion parameter) are taken into
account.

Another way of showing the approximations is simply
plot eqs. (14-16) for different redshifts and compare the re-
sults with the median concentration - mass relation in our
simulations. This comparison is presented in Figure 12. It
shows that the errors of the approximation are just a few
percent for the whole span of masses and redshifts.

6 SUMMARY AND CONCLUSIONS

We study the halo concentrations in the ΛCDM cosmology,
from the present up to redshift ten, over a large range of
scales going from halos similar to those hosting dwarf galax-
ies to massive galaxy clusters, i.e. halo maximum circular
velocities ranging from 25 to 1800 km s−1 (about six orders
of magnitude in mass), using cosmological simulations with
high mass resolution over a large volume. The results pre-
sented in this paper are based on the Bolshoi, MultiDark,
and Millennium-I and II simulations. There is a good con-
sistency among the different simulation data sets despite
the different codes, numerical algorithms, and halo/subhalo
finders used in our analysis.

The approximations given here for the evolution of the
halo concentration constitute the state-of-the-art of our cur-
rent knowledge of this basic property of dark matter halos

Prada+12	

Concentration	c	=	Rvir	/	rs	

	
Describes	the	structural	halo	
properties.	
	
c	scales	with	mass	and	redshift		
(e.g.,	Bullock+01,Zhao+03,08;	
Maccio+08,Gao+08,	Prada+12)	
	
Important	quantity	directly	
related	to	the	formation	time	
of	the	halo	
	
Once	the	halo	is	formed,		
rs	varies	very	little.	
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Figure 4. Lomosonov median concentration values (green filled circles for L512, open circles for zoomed regions), with 1σ-error bars, in
comparison with other simulation data sets at different halo mass scales (Coĺın et al. 2004; Diemand et al. 2005; Diemand et al. 2008b;
Ishiyama et al. 2013; Anderhalden & Diemand 2013b; Sánchez-Conde & Prada 2014; Ishiyama 2014b; Hellwing et al. 2016; Klypin et al.
2016); see legend for specific symbols. All concentration values but those of the MultiDark suite (purple circles without error bars) and
VL-II (red triangles) were extrapolated down to z = 0 by applying the corresponding [H(z)/H(0)]2/3 correction factor; see text for
details. The solid line is the concentration-mass fit proposed by Klypin et al. (2016) for the Planck cosmology, the shaded grey region
around it representing a typical 1σ concentration scatter of 0.14 dex.

from the MultiDark suite (Klypin et al. 2016). We also note
that the halo-to-halo scatter of Lomonosov concentrations
is of the same order of the one found in previous works, of
about 0.10 dex.

It is remarkable the good agreement among the dif-
ferent simulation data sets within the involved uncertain-
ties. We also confirm, once again, the excellent agreement
of simulation data with the semi-analytical c(M) model of
Prada et al. (2012), initially calibrated for the WMAP7 cos-
mology and then recently updated to the Planck cosmol-
ogy in Klypin et al. (2016). We recall that this c(M) model
is deeply rooted in the ΛCDM cosmological framework it-
self by making a full correspondence between dark matter
halo concentrations and the r.m.s. of matter fluctuations.
We note that, in order to show the c(M) relation given by
this model all the way down to 10−7 h−1 M⊙, i.e. the mini-
mum halo mass shown in Fig. 4, we first computed the r.m.s.
of matter fluctuations directly from the matter power spec-
trum that was used to generate the MultiDark simulations11

and, then, we used this r.m.s. of matter fluctuations to de-
rive halo concentrations by adopting the relationship found
between these two quantities in Klypin et al. (2016) (their
equation (25)). The agreement between data and model is
present at all simulated halo mass scales, including a new
confirmation of the flattening of the c(M) relation at masses
below ∼1010 h−1 M⊙. Indeed, we observe a clear departure
from the simple power-law behaviour that has been tradi-

11 But extrapolating it down to smaller halo masses with a sim-
ple power law, and placing an exponential mass cut-off at 10−12

h−1 M⊙, i.e., well below the range shown in Fig. 4.

tionally reported at higher halo masses. Other c(M) models
have been recently proposed that would yield similar quali-
tative results as well, e.g., Ludlow et al. (2014); Correa et al.
(2015); Diemer & Kravtsov (2015); Ludlow et al. (2016).

5 CONCLUSIONS

In this work, we have introduced the new Lomonosov sim-
ulation suite consisting of one moderate resolution full box
simulation, with box size 32 h−1 Mpc, and three high reso-
lution zoom-in re-simulations of overdense, underdense and
mean density regions within the same box. The main pur-
pose of the simulations is to allow for accurate measure-
ments of dark matter halo concentrations at masses below
those typically achievable in large cosmological simulations.
We focus on the 107 — 1010 h−1 M⊙ halo mass range.

Achieving the high resolution that is required to resolve
well low-mass halos results in a simulated volume that is
much smaller than the typical volume needed to ensure Uni-
verse homogeneity. This fact may distort the halo median
concentration values found in simulations, since concentra-
tion is known to depend on the local environment density
(e.g. Lee et al. (2017)). We confirm this dependency by mak-
ing use of data from both Lomonosov simulations and Small
MultiDark Planck (Klypin et al. 2016). Indeed, the concen-
tration of low-mass halos severely depends on the density of
the environment (Fig. 3), less concentrated halos inhabiting
less dense regions and viceversa.

We solve the issue of measuring halo concentrations
in small-volume high-resolution simulations by simulating

MNRAS 000, 1–9 (2017)
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VL-II (red triangles) were extrapolated down to z = 0 by applying the corresponding [H(z)/H(0)]2/3 correction factor; see text for
details. The solid line is the concentration-mass fit proposed by Klypin et al. (2016) for the Planck cosmology, the shaded grey region
around it representing a typical 1σ concentration scatter of 0.14 dex.

from the MultiDark suite (Klypin et al. 2016). We also note
that the halo-to-halo scatter of Lomonosov concentrations
is of the same order of the one found in previous works, of
about 0.10 dex.

It is remarkable the good agreement among the dif-
ferent simulation data sets within the involved uncertain-
ties. We also confirm, once again, the excellent agreement
of simulation data with the semi-analytical c(M) model of
Prada et al. (2012), initially calibrated for the WMAP7 cos-
mology and then recently updated to the Planck cosmol-
ogy in Klypin et al. (2016). We recall that this c(M) model
is deeply rooted in the ΛCDM cosmological framework it-
self by making a full correspondence between dark matter
halo concentrations and the r.m.s. of matter fluctuations.
We note that, in order to show the c(M) relation given by
this model all the way down to 10−7 h−1 M⊙, i.e. the mini-
mum halo mass shown in Fig. 4, we first computed the r.m.s.
of matter fluctuations directly from the matter power spec-
trum that was used to generate the MultiDark simulations11

and, then, we used this r.m.s. of matter fluctuations to de-
rive halo concentrations by adopting the relationship found
between these two quantities in Klypin et al. (2016) (their
equation (25)). The agreement between data and model is
present at all simulated halo mass scales, including a new
confirmation of the flattening of the c(M) relation at masses
below ∼1010 h−1 M⊙. Indeed, we observe a clear departure
from the simple power-law behaviour that has been tradi-

11 But extrapolating it down to smaller halo masses with a sim-
ple power law, and placing an exponential mass cut-off at 10−12

h−1 M⊙, i.e., well below the range shown in Fig. 4.

tionally reported at higher halo masses. Other c(M) models
have been recently proposed that would yield similar quali-
tative results as well, e.g., Ludlow et al. (2014); Correa et al.
(2015); Diemer & Kravtsov (2015); Ludlow et al. (2016).

5 CONCLUSIONS

In this work, we have introduced the new Lomonosov sim-
ulation suite consisting of one moderate resolution full box
simulation, with box size 32 h−1 Mpc, and three high reso-
lution zoom-in re-simulations of overdense, underdense and
mean density regions within the same box. The main pur-
pose of the simulations is to allow for accurate measure-
ments of dark matter halo concentrations at masses below
those typically achievable in large cosmological simulations.
We focus on the 107 — 1010 h−1 M⊙ halo mass range.

Achieving the high resolution that is required to resolve
well low-mass halos results in a simulated volume that is
much smaller than the typical volume needed to ensure Uni-
verse homogeneity. This fact may distort the halo median
concentration values found in simulations, since concentra-
tion is known to depend on the local environment density
(e.g. Lee et al. (2017)). We confirm this dependency by mak-
ing use of data from both Lomonosov simulations and Small
MultiDark Planck (Klypin et al. 2016). Indeed, the concen-
tration of low-mass halos severely depends on the density of
the environment (Fig. 3), less concentrated halos inhabiting
less dense regions and viceversa.

We solve the issue of measuring halo concentrations
in small-volume high-resolution simulations by simulating
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CDM	halo	substructure	

~109	Msun	subhalos,	Via	Lactea	(Diemand+06)	
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MW-sized	halo,	Aquarius	simulations	(Springel+08)	

In	ΛCDM,	smallest	structures	collapse	first	and	then	merge	to	form	the	largest	
ones.	
	

Substructure	expected	at	all	scales	down	to	a	minimum	halo	mass	set	by	DM	
particle	mass	and	decoupling	temperature.	
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DM-only simulations

Cosmic
Name Code Lbox Np mp �soft N>100p

halo ref.
[h�1Mpc] [109] [h�1 M⇤] [h�1kpc] [106]

DEUS FUR Ramses-Deus 21000 550 1.2 ⇥ 1012 40.0† 145 [259]
Horizon Run 3 Gotpm 10815 370 2.5 ⇥ 1011 150.0 ⌅190 [260]

Millennium-XXL Gadget-3 3000 300 6.2 ⇥ 109 10.0 170 [220]
Horizon-4� Ramses 2000 69 7.8 ⇥ 109 7.6† ⌅40 [261]
Millennium Gadget-2 500 10 8.6 ⇥ 108 5.0 4.5 [181]

Millennium-II Gadget-3 100 10 6.9 ⇥ 106 1.0 2.3 [87]
MultiDark Run1 Art 1000 8.6 8.7 ⇥ 109 7.6† 3.3 [36]

Bolshoi Art 250 8.6 1.4 ⇥ 108 1.0† 2.4 [262]
†For AMR simulations (Ramses, Art) �soft refers to the highest resolution cell width.

Cluster
Name Code Lhires Np,hires mp,hires �soft N>100p

sub ref.
[h�1Mpc] [109] [h�1 M⇤] [h�1kpc] [103]

Phoenix A-1 Gadget-3 41.2 4.1 6.4 ⇥ 105 0.15 60 [263]

Galactic
Name Code Lhires Np,hires mp,hires �soft N>100p

sub ref.
[Mpc] [109] [ M⇤] [pc] [103]

Aquarius A-1 Gadget-3 5.9 4.3 ⇥ 109 1.7 ⇥ 103 20.5 82 [45]
GHalo Pkdgrav2 3.89 2.1 ⇥ 109 1.0 ⇥ 103 61.0 43 [32]

Via Lactea II Pkdgrav2 4.86 1.0 ⇥ 109 4.1 ⇥ 103 40.0 13 [44]

Table 2: Current state of the art in DM-only simulations on cosmic, cluster, and galactic scale, ordered by number of
simulation particles. Lhires is a proxy for the size of the high-resolution region in zoom-in simulations, and is defined to
be equal to the size of a cube at mean density enclosing all high resolution particles. N>100p

halo/sub is the number of halos
in the box (Cosmic) or subhalos within r50 (Cluster and Galactic) with at least 100 particles at z = 0. In some cases
(DEUS FUR, Horizon-4�) mass functions have not been published, and so we estimated N>100p

halo from a Sheth & Tormen
[19] mass function fit.

technology and available resources at national supercomputing facilities, and were aided by the
algorithmic developments discussed in the previous section. The simulations discussed below
all required multiple millions of CPU-hours on thousands of processors, and required terabytes
of memory and petabytes of disk storage. Some of the characteristics of these simulations are
summarized in Tables 2 and 3, and visualizations for a subset are shown in Fig. 3.

i) Cosmic scale
In this class the state of the art has reached � 10 billion particle simulations, with the current
record holder (in terms of particle number), the recently completed DEUS Full Universe
Simulation (FUR) [259], utilizing more than half a trillion particles in a 21 h�1 Gpc box,
which corresponds to the entire observable universe. It was run with a modified version

20

State-of-the-art	DM-only	simulations	

Kuhlen+12	

No	baryons	
	
Collisionless	DM	
particles	
	
Mature	
	
Mostly	computational	
resource	limited	
	
Extremely	high	
resolution	

Figure 3: Visualizations of state of the art simulations on cosmic (Millennium-XXL [220], upper left), cluster (Phoenix
A-1 [263], upper right), and galactic scale (Aquarius A-1 [45], lower left, and GHalo [32], lower right).

simulated an additional five halos at somewhat lower resolution (particle mass ⇥ 104 M�),
which has enabled a valuable initial assessment of halo-to-halo scatter.

Even though the simulations were run with di�erent codes (Gadget-3 for Aquarius, Pkd-
grav2 for Via Lactea II and GHalo) and used somewhat di�erent cosmological parameters
(most notably (�8, ns) = (0.9, 1.0) and (0.74, 0.95), respectively), the numerical results agree
remarkably well with each other when scaled by the mass of the simulated host halo. Some
disagreements persist, however, in the interpretation of these results, for example in the as-
sessment of the relative detectability of the Galactic DGRB indirect detection signal and
that from individual subhalos [91, 135], and in the self-similarity of the (sub-)substructure
population [44, 45].
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Galaxy	formation:	
Challenges	in	computational	cosmology	
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Realistic	simulations	would	require	inclusion	of	baryons.	
	
Galaxy	formation	involves	not	only	gravity	but	also	gas	dynamics	and	
complex	physics	(cooling,	heating,	star	formation,	SN	feedback…)	
	
à  Extreme	computing	intensive	simulations	
(Multi-billion	particle	simulations	with	N-body	and	gas	dynamics	in	large	
volumes)	
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Stellar Mass � Halo Mass 
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Behroozi et al. 2013 
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Figure 4: Visualizations of three recent cosmological hydrodynamical galaxy formation simulations. Top row: gas
surface density at z = 4 in three galaxies (out of �100 in the box) simulated with the AMR code Enzo [336]. Middle row:
a series of zooms onto the density field surrounding a z = 2 galaxy, simulated with the moving mesh code Arepo [314].
Bottom: Optical and UV composite images of Eris, a Milky Way-like galaxy simulated with the SPH code Gasoline
[337].

and its full control over where to place high resolution. Disadvantages are its higher algorithmic
complexity, lower numerical stability, the fact that errors are not Galilean invariant, a tendency
to overmix fluid, and that runtime memory requirements grow with refinement. The most com-
monly used AMR codes in the galaxy formation community are Hydro-Art [242, 330, 331],
Enzo [332, 333], and Ramses [250] (with the Flash code [334] about to join the fray [335]).

Both SPH and AMR techniques have weaknesses, which are related to the numerical ap-
proach taken to solve the fluid equations. One advantage of SPH is its pseudo-Lagrangian nature
which fits very well the needs of cosmological structure formation simulations, where adaptivity
and a large spatial and dynamical range is required. On the other hand AMR, as a finite volume
scheme, provides highly accurate results for fluid problems providing, for example, very good
resolution of shocks, discontinuities and mixing, which are typically harder to resolve very well
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Hydrodynamical	simulations	

Including	baryons	
dramatically	increases	the	
complexity	of	simulations			

Simplifications	on	baryonic	
physics	can	be	dangerous	
E.g.:	cusps	or	cored	profiles?	

These	simulations	are	
limited	by	both	memory	
and	speed	



Impact	of	baryons:	one	example	
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Challenges: Cusp-Core, Too Big to Fail, Satellite Galaxies 
Flores & Primack94 and Moore94 first pointed out that dark matter simulations have 
density ρ(r) ~ r! at small r with ! ≈ −1 (“cusp”) while observed small spiral galaxies and 
clusters appeared to have ! ≈ 0 (“core”). 
Governato+10,13 and the Nature review by 
Pontzen & Governato14 show that in high-
resolution galaxy simulations, baryonic 
physics softens the central DM cusp to a 
core as long as enough stars form, M* ≥ 107 
M⦿.  This happens because of repeated 
episodes when the baryons cool and slowly fall 
into the galaxy center, and are then expelled 
rapidly (in less than a dynamical time) by 
energy released by stars and supernovae.

matter halo through sufficiently rapid galactic fountains or outflows90,
but few simulations of luminous galaxies reach the resolution necessary
to study the formation of cores. Some high-resolution simulations of
Milky Way analogues have been reported to form dark matter cores on
scales of a kiloparsec or larger94,95. On the other hand it has been
reported that cores shrink with respect to the halo scale radius96 for total
masses exceeding 1011M[ (the mass of the Milky Way is about
1012M[). These statementsmaybe reconcilable; furtherhigher-resolution
work is required for progress in our understanding. As masses continue
to increase to the cluster scale (see the ‘High-mass galaxies’ section
above), further processes become interesting. For instance, numerical
work has shown that accretion onto the central black hole, if proceeding
in repeated, highly energetic bursts, replicates the effect of supernovae on
dwarf galaxies97.

Modifying dark matter
We have established that there are many processes that can modify the
dark matter distribution in the centre of galaxies, even if the dark matter
is cold and collisionless (that is, interacts only through gravity)—a ‘min-
imal’ scenario motivated by supersymmetric weakly interacting massive
particles. However, the observational controversies detailed in the
‘Evidence for a cusp–core discrepancy’ section above have prompted
considerable interest in non-minimal dark matter models. By changing
the properties of the dark matter candidate particle, the predictions for
the distribution within halos are altered; potentially, therefore, galaxies
and galaxy clusters become an important probe of particle physics.
For instance, thewarmdarkmattermodels (WDM) invoke a candidate

particle with non-negligible residual streamingmotions after decoupling

(suchasa sterileneutrino), suppressing the formationof small-scale structure98

and delaying the collapse of dwarf-sized halos and their associated star
formation to slightly later epochs99. However, these models do not pro-
duce cores on observationally relevant scales100 and are currently strongly
constrained by the clustering of the neutral gas in the cosmic web101.
Another major class, self-interacting dark matter (SIDM)102, refers

to particle physics scenarios with significant ‘dark sector’ interactions.
SIDM behaves more like a collisional fluid, preventing the central high-
density cusp from forming and making the central regions more spher-
ical103. Unlike in the WDM case, the number density of dark matter
halos remains relatively unchanged even at the smallest scales104. The
diversity of theoretical models, however, gives significant freedom in the
choice of the cross-section and its possible dependence on particle velo-
city105. Thismakes it difficult to establish a single baseline SIDM scenario.
The majority of work on non-minimal dark matter falls into the

WDM or SIDM categories. However, modifications to the dark matter
profile can also be achieved through other processes. For instance, par-
ticle–particle annihilations106 can reduce central densities directly, pro-
vided the physics is tuned to prevent rapid annihilation in the early
universe. Alternatively, if dark matter decays over long timescales to
slightly lighter daughter particles, the lost mass provides a source of
kinetic energy for expanding the centre of dark matter halos107. Another
relevant possibility is that the dark matter is not formed from particles
at all. In the case of an ultralight scalar field, for instance, the Compton
wavelength becomes larger than the supposed interparticle separation;
accordingly the field behaves as a Bose–Einstein condensate108 rather than
as individual particles, preventing the central cusps from forming.

BOX 2

How to generate outflows
Outflows are probably generated by young stars inside galaxies.
Computer simulations of the formation of galaxies would therefore
ideally resolve cosmological large-scale structure (over tens of
megaparsecs) down to the scale of individual stars (at least 1014 times
smaller). This is, and seems certain to remain, unfeasible. The line
of attack is instead to mimic the effects of stars without actually
resolving them individually. Because star formation is the conclusion
of runaway gas cooling and collapse, a typical computational
approach is to form stars when gas satisfies certain averaged
conditions, and in particular when it reaches a threshold density. As
resolution slowly improves in simulations, smaller regions and larger
densities can be self-consistently resolved89. Until the mid-2000s, a
typical thresholddensitywas set at 0.1mHcm23,wheremH is themass
of a hydrogen atom. This corresponds to the mean density of galactic
neutral atomic gas, so stars form throughout the disk of a simulated
galaxy. Energy output from stars in the diffuse medium results in a
gentle heating of the entire galaxy, slowing the process of further star
formation. However, if one can achieve sufficient resolution (and
implement the more complicated cooling physics required16,38,110) to
push to 10mHcm23 or 100mHcm23, then a qualitatively different
behaviour results. This is the density that corresponds to molecular
cloud formation in our Galaxy, known to be the precursor of star
formation. Instead of forming stars in a diffuse way through the entire
disk, now stars form efficiently in small, isolated regions23,44, which is
considerably more realistic. When energy from the resulting stellar
populations is dumped into the gas, the cloud heats to much higher
temperatures than diffuse star formation achieves. It is likely that
intense radiation pressure is also a significant factor34. In any case, the
gas is overpressurizedbya factor of at least a hundred compared to its
surroundings and expands rapidly. The combination of high initial
density and explosive decompression is suitable for launching
galactic-scaleoutflows; it is alsowhatallowsanefficient couplingof the
available energy to dark matter (Box 1).
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Figure 3 | Dark matter cores are only generated in sufficiently bright
galaxies. Here we have plotted the power-law index a of the dark matter
density (as in Fig. 2, but here measured at radius 500parsecs) against the mass
of stars formed,M* (updated from ref. 90). The expected slopes from pure dark
matter calculations are approximated by the solid line (using the scaling
relations from ref. 111), whereas hydrodynamic simulations at high mass have
shallower slopes, indicated by the crosses. Large crosses show halos resolved
with more than 500,000 simulated dark matter particles. Smaller crosses have
fewer particles, but always more than 50,000.When less than about 106.5M[ of
gas has formed into stars, there is insufficient energy available to flatten the
cusp93. The box symbols show data from the THINGS survey50 of field dwarf
galaxies. Additional observational data at stellar masses lower than 106M[
would be highly valuable. This figure is updated from figure 1 of ref. 90.
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matter halo through sufficiently rapid galactic fountains or outflows90,
but few simulations of luminous galaxies reach the resolution necessary
to study the formation of cores. Some high-resolution simulations of
Milky Way analogues have been reported to form dark matter cores on
scales of a kiloparsec or larger94,95. On the other hand it has been
reported that cores shrink with respect to the halo scale radius96 for total
masses exceeding 1011M[ (the mass of the Milky Way is about
1012M[). These statementsmaybe reconcilable; furtherhigher-resolution
work is required for progress in our understanding. As masses continue
to increase to the cluster scale (see the ‘High-mass galaxies’ section
above), further processes become interesting. For instance, numerical
work has shown that accretion onto the central black hole, if proceeding
in repeated, highly energetic bursts, replicates the effect of supernovae on
dwarf galaxies97.

Modifying dark matter
We have established that there are many processes that can modify the
dark matter distribution in the centre of galaxies, even if the dark matter
is cold and collisionless (that is, interacts only through gravity)—a ‘min-
imal’ scenario motivated by supersymmetric weakly interacting massive
particles. However, the observational controversies detailed in the
‘Evidence for a cusp–core discrepancy’ section above have prompted
considerable interest in non-minimal dark matter models. By changing
the properties of the dark matter candidate particle, the predictions for
the distribution within halos are altered; potentially, therefore, galaxies
and galaxy clusters become an important probe of particle physics.
For instance, thewarmdarkmattermodels (WDM) invoke a candidate

particle with non-negligible residual streamingmotions after decoupling

(suchasa sterileneutrino), suppressing the formationof small-scale structure98

and delaying the collapse of dwarf-sized halos and their associated star
formation to slightly later epochs99. However, these models do not pro-
duce cores on observationally relevant scales100 and are currently strongly
constrained by the clustering of the neutral gas in the cosmic web101.
Another major class, self-interacting dark matter (SIDM)102, refers

to particle physics scenarios with significant ‘dark sector’ interactions.
SIDM behaves more like a collisional fluid, preventing the central high-
density cusp from forming and making the central regions more spher-
ical103. Unlike in the WDM case, the number density of dark matter
halos remains relatively unchanged even at the smallest scales104. The
diversity of theoretical models, however, gives significant freedom in the
choice of the cross-section and its possible dependence on particle velo-
city105. Thismakes it difficult to establish a single baseline SIDM scenario.
The majority of work on non-minimal dark matter falls into the

WDM or SIDM categories. However, modifications to the dark matter
profile can also be achieved through other processes. For instance, par-
ticle–particle annihilations106 can reduce central densities directly, pro-
vided the physics is tuned to prevent rapid annihilation in the early
universe. Alternatively, if dark matter decays over long timescales to
slightly lighter daughter particles, the lost mass provides a source of
kinetic energy for expanding the centre of dark matter halos107. Another
relevant possibility is that the dark matter is not formed from particles
at all. In the case of an ultralight scalar field, for instance, the Compton
wavelength becomes larger than the supposed interparticle separation;
accordingly the field behaves as a Bose–Einstein condensate108 rather than
as individual particles, preventing the central cusps from forming.

BOX 2

How to generate outflows
Outflows are probably generated by young stars inside galaxies.
Computer simulations of the formation of galaxies would therefore
ideally resolve cosmological large-scale structure (over tens of
megaparsecs) down to the scale of individual stars (at least 1014 times
smaller). This is, and seems certain to remain, unfeasible. The line
of attack is instead to mimic the effects of stars without actually
resolving them individually. Because star formation is the conclusion
of runaway gas cooling and collapse, a typical computational
approach is to form stars when gas satisfies certain averaged
conditions, and in particular when it reaches a threshold density. As
resolution slowly improves in simulations, smaller regions and larger
densities can be self-consistently resolved89. Until the mid-2000s, a
typical thresholddensitywas set at 0.1mHcm23,wheremH is themass
of a hydrogen atom. This corresponds to the mean density of galactic
neutral atomic gas, so stars form throughout the disk of a simulated
galaxy. Energy output from stars in the diffuse medium results in a
gentle heating of the entire galaxy, slowing the process of further star
formation. However, if one can achieve sufficient resolution (and
implement the more complicated cooling physics required16,38,110) to
push to 10mHcm23 or 100mHcm23, then a qualitatively different
behaviour results. This is the density that corresponds to molecular
cloud formation in our Galaxy, known to be the precursor of star
formation. Instead of forming stars in a diffuse way through the entire
disk, now stars form efficiently in small, isolated regions23,44, which is
considerably more realistic. When energy from the resulting stellar
populations is dumped into the gas, the cloud heats to much higher
temperatures than diffuse star formation achieves. It is likely that
intense radiation pressure is also a significant factor34. In any case, the
gas is overpressurizedbya factor of at least a hundred compared to its
surroundings and expands rapidly. The combination of high initial
density and explosive decompression is suitable for launching
galactic-scaleoutflows; it is alsowhatallowsanefficient couplingof the
available energy to dark matter (Box 1).
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Figure 3 | Dark matter cores are only generated in sufficiently bright
galaxies. Here we have plotted the power-law index a of the dark matter
density (as in Fig. 2, but here measured at radius 500parsecs) against the mass
of stars formed,M* (updated from ref. 90). The expected slopes from pure dark
matter calculations are approximated by the solid line (using the scaling
relations from ref. 111), whereas hydrodynamic simulations at high mass have
shallower slopes, indicated by the crosses. Large crosses show halos resolved
with more than 500,000 simulated dark matter particles. Smaller crosses have
fewer particles, but always more than 50,000.When less than about 106.5M[ of
gas has formed into stars, there is insufficient energy available to flatten the
cusp93. The box symbols show data from the THINGS survey50 of field dwarf
galaxies. Additional observational data at stellar masses lower than 106M[
would be highly valuable. This figure is updated from figure 1 of ref. 90.
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matter halo through sufficiently rapid galactic fountains or outflows90,
but few simulations of luminous galaxies reach the resolution necessary
to study the formation of cores. Some high-resolution simulations of
Milky Way analogues have been reported to form dark matter cores on
scales of a kiloparsec or larger94,95. On the other hand it has been
reported that cores shrink with respect to the halo scale radius96 for total
masses exceeding 1011M[ (the mass of the Milky Way is about
1012M[). These statementsmaybe reconcilable; furtherhigher-resolution
work is required for progress in our understanding. As masses continue
to increase to the cluster scale (see the ‘High-mass galaxies’ section
above), further processes become interesting. For instance, numerical
work has shown that accretion onto the central black hole, if proceeding
in repeated, highly energetic bursts, replicates the effect of supernovae on
dwarf galaxies97.

Modifying dark matter
We have established that there are many processes that can modify the
dark matter distribution in the centre of galaxies, even if the dark matter
is cold and collisionless (that is, interacts only through gravity)—a ‘min-
imal’ scenario motivated by supersymmetric weakly interacting massive
particles. However, the observational controversies detailed in the
‘Evidence for a cusp–core discrepancy’ section above have prompted
considerable interest in non-minimal dark matter models. By changing
the properties of the dark matter candidate particle, the predictions for
the distribution within halos are altered; potentially, therefore, galaxies
and galaxy clusters become an important probe of particle physics.
For instance, thewarmdarkmattermodels (WDM) invoke a candidate

particle with non-negligible residual streamingmotions after decoupling

(suchasa sterileneutrino), suppressing the formationof small-scale structure98

and delaying the collapse of dwarf-sized halos and their associated star
formation to slightly later epochs99. However, these models do not pro-
duce cores on observationally relevant scales100 and are currently strongly
constrained by the clustering of the neutral gas in the cosmic web101.
Another major class, self-interacting dark matter (SIDM)102, refers

to particle physics scenarios with significant ‘dark sector’ interactions.
SIDM behaves more like a collisional fluid, preventing the central high-
density cusp from forming and making the central regions more spher-
ical103. Unlike in the WDM case, the number density of dark matter
halos remains relatively unchanged even at the smallest scales104. The
diversity of theoretical models, however, gives significant freedom in the
choice of the cross-section and its possible dependence on particle velo-
city105. Thismakes it difficult to establish a single baseline SIDM scenario.
The majority of work on non-minimal dark matter falls into the

WDM or SIDM categories. However, modifications to the dark matter
profile can also be achieved through other processes. For instance, par-
ticle–particle annihilations106 can reduce central densities directly, pro-
vided the physics is tuned to prevent rapid annihilation in the early
universe. Alternatively, if dark matter decays over long timescales to
slightly lighter daughter particles, the lost mass provides a source of
kinetic energy for expanding the centre of dark matter halos107. Another
relevant possibility is that the dark matter is not formed from particles
at all. In the case of an ultralight scalar field, for instance, the Compton
wavelength becomes larger than the supposed interparticle separation;
accordingly the field behaves as a Bose–Einstein condensate108 rather than
as individual particles, preventing the central cusps from forming.

BOX 2

How to generate outflows
Outflows are probably generated by young stars inside galaxies.
Computer simulations of the formation of galaxies would therefore
ideally resolve cosmological large-scale structure (over tens of
megaparsecs) down to the scale of individual stars (at least 1014 times
smaller). This is, and seems certain to remain, unfeasible. The line
of attack is instead to mimic the effects of stars without actually
resolving them individually. Because star formation is the conclusion
of runaway gas cooling and collapse, a typical computational
approach is to form stars when gas satisfies certain averaged
conditions, and in particular when it reaches a threshold density. As
resolution slowly improves in simulations, smaller regions and larger
densities can be self-consistently resolved89. Until the mid-2000s, a
typical thresholddensitywas set at 0.1mHcm23,wheremH is themass
of a hydrogen atom. This corresponds to the mean density of galactic
neutral atomic gas, so stars form throughout the disk of a simulated
galaxy. Energy output from stars in the diffuse medium results in a
gentle heating of the entire galaxy, slowing the process of further star
formation. However, if one can achieve sufficient resolution (and
implement the more complicated cooling physics required16,38,110) to
push to 10mHcm23 or 100mHcm23, then a qualitatively different
behaviour results. This is the density that corresponds to molecular
cloud formation in our Galaxy, known to be the precursor of star
formation. Instead of forming stars in a diffuse way through the entire
disk, now stars form efficiently in small, isolated regions23,44, which is
considerably more realistic. When energy from the resulting stellar
populations is dumped into the gas, the cloud heats to much higher
temperatures than diffuse star formation achieves. It is likely that
intense radiation pressure is also a significant factor34. In any case, the
gas is overpressurizedbya factor of at least a hundred compared to its
surroundings and expands rapidly. The combination of high initial
density and explosive decompression is suitable for launching
galactic-scaleoutflows; it is alsowhatallowsanefficient couplingof the
available energy to dark matter (Box 1).
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Figure 3 | Dark matter cores are only generated in sufficiently bright
galaxies. Here we have plotted the power-law index a of the dark matter
density (as in Fig. 2, but here measured at radius 500parsecs) against the mass
of stars formed,M* (updated from ref. 90). The expected slopes from pure dark
matter calculations are approximated by the solid line (using the scaling
relations from ref. 111), whereas hydrodynamic simulations at high mass have
shallower slopes, indicated by the crosses. Large crosses show halos resolved
with more than 500,000 simulated dark matter particles. Smaller crosses have
fewer particles, but always more than 50,000.When less than about 106.5M[ of
gas has formed into stars, there is insufficient energy available to flatten the
cusp93. The box symbols show data from the THINGS survey50 of field dwarf
galaxies. Additional observational data at stellar masses lower than 106M[
would be highly valuable. This figure is updated from figure 1 of ref. 90.
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Pontzen & Governato14

Observers (e.g., Walker & Peñarrubia11, 
Amorisco & Evans12) had agreed that the larger 
dwarf spheroidal Milky Way satellite galaxies 
such as Fornax (L ≈ 1.7x107 L⦿) have cores, but 
recent papers (e.g., Breddels & Helmi13 A&A, 
Jardel & Gebhardt13, Richardson & Fairbairn14) 
have questioned this.  Thus the cusp-core 
question is now observational and 
theoretical.  Adams, Simon+14 find ! ≈ 0.5 for 
dwarf spirals, in agreement with recent high-
resolution simulations with baryons. 

NFW

[Pontzen	&	Governato	14]	

Challenges: Cusp-Core, Too Big to Fail, Satellite Galaxies 
In addition to the Governato group’s papers on this (including Zolotov+12, Brooks+13) there are 
several other important recent papers (e.g., Teyssier+13, Arraki+14, Trujillo-Gomez+14) arguing 
that baryonic effects convert the DM cusp to a core.  The highest-resolution simulation yet of 
a dwarf spiral was described by Jose Onorbe in his talk at the Near Field-Deep Field 
Connections conference at UC Irvine Feb 12-14.  The central star formation converted the 
central cusp to a core, reducing the rotation velocity.

Star Formation Rate: Dwarf Irregular

SF regulated by
feedback:

� Bursty on small
timescales
� Flatter in time

Jose Oñorbe The Role of Stellar Feedback in Dwarf Galaxy Formation 7

Feedback & the Dark Matter Distribution
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CoreNo core
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Onorbe, Hopkins+14 FIRE (Feedback in Realistic Environments) simulations

Repeated episodes when baryons cool 
and slowly fall into the galaxy center, 
dominate the mass, and then are 
expelled rapidly (in less than tdyn) by 
radiation pressure and supernovae, 
soften the central DM cusp to a core .

Bursty Star Formation

FIRE	simulations:		
Mvir=1010	Msun;	M*=4·	106	Msun;	z=0	

[Oñorbe+	14]	

DM-only	simulations	predict	cusps.	Observations	seem	to	prefer	cores	in	some	cases.	
	à	Baryons	expected	to	play	a	role!	
	à	Baryonic	contraction	at	work,	but	other	baryonic	physics	counter	balancing?	
	à	Cores	from	observations	is	controversial…	
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From	the	astrophysics	point	of	view,		

it’s	all	about	the	J-factor.	
	
	

Observational	uncertainties	are	large	and	typically	
prevent	a	precise	J-factor	determination.	

	
	

Can	ΛCDM	help	with	accurate	predictions?		
(and	are	these	compatible	with	current	determinations	of	the		

DM	distribution/content	from	data?)	



41	Dark	Matter	simulation:	
Pieri+09,	arXiv:0908.0195	

The	(simulated)	DM-induced		
gamma-ray	sky	
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DM	search	strategies	
						Milky	Way	Halo	

								+	Spectral	Lines			 Dark	Matter	simulation:	
Pieri+(2009)	arXiv:0908.0195	

Galaxy	Clusters	

											extragalactic	background	

				Galactic	Center	

Dwarf	
satellites	

				Dark	satellites	 Nearby	galaxies	



models (de Palma et al. 2013). We found that using the
alternative diffuse models varied the calculated limits and TS
values by 20%1 .

4. ESTIMATING J-FACTORS FOR THE
DES dSph CANDIDATES

The DM content of the DES dSph candidates cannot be
determined without spectroscopic observations of their member
stars. However, it is possible to predict the upper limits on the
DM annihilation cross section that would be obtained given
such observations by making the assumption that these
candidates possess DM distributions similar to the known
dSphs. Our estimates for the astrophysical J-factors of these
candidates are motivated by two established relationships.
First, the known dSphs have a common mass scale in their
interiors, roughly 107 M: within their central 300 pc (Strigari
et al. 2008a). This radius is representative of the half light
radius for classical dSphs, but is outside the visible stellar
distribution of several ultra-faint satellites. More generally, the
half-light radius of a dSph and the mass within the half-light
radius have been found to obey a simple scaling relation,
assuming that the velocity dispersions are nearly constant in
radius and the anisotropy of the stars is not strongly radially
dependent (Walker et al. 2009; Wolf et al. 2010).

In the analysis that follows, we used the ten ultra-faint SDSS
satellites with spectroscopically determined J-factors as a
representative set of known dSphs. Specifically, we take the
J-factors calculated assuming an NFW profile integrated over a
radius of 0. 5n for Boötes I, Canes Venatici I, Canes Venatici II,
Coma Berenices, Hercules, Leo IV, Segue 1, Ursa Major I,
Ursa Major II, and Willman 1 (see Table 1 in Ackermann
et al. 2014). Figure 3 shows the relation between the
heliocentric distances and J-factors of ultra-faint and classical
dSphs. As expected from their similar interior DM masses, the
J-factors of the known dSphs scale approximately as the
inverse square of the distance. The best-fit normalization is

Jlog 18.3 0.110( ) = o at d 100 kpc= . We obtain a similar
best-fit value, Jlog 18.1 0.110( ) = o at d 100 kpc= , using the
J-factors derived by Geringer-Sameth et al. (2015a), who
assumed a generalized NFW profile and omitted Willman
1.75 We note that the limited scatter in Figure 3 is primarily due
to the known dSphs residing in similar DM halos (Ackermann
et al. 2014). Under the assumption that the new DES
dSph candidates belong to the same population, we estimated
their J-factors based on the distances derived from the DES
photometry. Table 1 gives the estimated J-factors integrated
over a solid-angle of 2.4 10 sr4DW ~ ´ - using our simple,
empirical relation.
Several caveats should be noted. None of the DES

candidates have been confirmed to be gravitationally bound.
It is possible that some have stellar populations characteristic of
galaxies but lack substantial DM content, as is the case for
Segue 2 (Kirby et al. 2013), or have complicated kinematics
that are difficult to interpret (Willman et al. 2011). Further,
some of the M31 dSphs have been found to deviate from these
relations, though it is possible that these deviations are due to
tidal disruption (Collins et al. 2014). Kinematic measurements
of the member stars are needed to unambiguously resolve these
questions.
Using the J-factor estimates presented in Table 1, we

followed the likelihood procedure detailed in Ackermann et al.
(2015a) to obtain limits on DM annihilation from these eight
candidates shown in Figure 4.
We assumed a symmetric logarithmic uncertainty on the

J-factor of 0.4 dexo for each DES candidate. This value is
representative of the uncertainties from ultra-faint dSphs
(Ackermann et al. 2011; Geringer-Sameth et al. 2015a) and
is somewhat larger than the uncertainties derived in Martinez
(2015). The 0.4 dexo uncertainty is intended to represent the
expected measurement uncertainty on the J-factors of the DES
candidates after kinematic follow up. The corresponding
uncertainty band is illustrated in Figure 3. We apply the same
methodology as Ackermann et al. (2015a) to account for the
J-factor uncertainty on each DES candidate by modeling it as a
log normal distribution with J iobs, equal to the values in Table 1,
and 0.4is = dex (see Equation (3) of Ackermann et al. 2015a).
We derived individual and combined limits on the DM

annihilation cross section for DM annihilation via the bb̄and
τ+τ−channels, under the assumption that each DES candidate is
a dSph and has the J-factor listed in Table 1. We note that when
using a J-factor uncertainty of 0.6 dexo instead of 0.4 dexo , the
individual dwarf candidate limits worsen by a factor of ∼1.6,
while the combined limits worsen by 15%–20%. We stress that
the distance-estimated limits may differ substantially as spectro-
scopic data become available to more robustly constrain the DM
content of the DES candidates. However, once measured J-
factors are obtained, the observed limits from each candidate will
scale linearly with the measured J-factor relative to our
estimates. Given the current uncertainty regarding the nature
of the dSph candidates, we do not combine limits with those
from previously known dSphs (i.e., Ackermann et al. 2015a).

5. DISCUSSION AND CONCLUSIONS

The discovery of eight dSph candidates in the first year of
DES observations sets an optimistic tone for future
dSph detections from DES and other optical surveys.
DES J0335.6−5403, at a distance of ∼32 kpc, is a particularly
interesting candidate in this context, and should be considered a

Figure 3. J-factor distance scaling. Black points are from Table 1 in
Ackermann et al. (2014). The red curve is our best fit with an assumed inverse
square distance relation (see the text). The red band shows the 0.4 dexo
uncertainty that we adopt.

75 When using the values derived by Geringer-Sameth et al. (2015a) and
including Segue 2, we find a best-fit normalization of Jlog 18.0 0.110( ) = o at
d 100 kpc= .
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The Astrophysical Journal Letters, 809:L4 (8pp), 2015 August 10 Drlica-Wagner et al.

EXAMPLE:	DM	content	in	dwarfs	

•  Determined	spectroscopically	
from	stellar	velocity	dispersions:	
–  O(100)	in	classical	dwarfs.	
–  O(10)	in	ultra-faint	dwarfs.	

•  Dispersion	profiles	generally	
remain	flat	up	to	large	radii		

		à	highly	DM	dominated	
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Wilkinson	et	al	2009	

A
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“J-factor”	of	MW	dwarf	satellite	galaxies		
inferred	from:		

	-	l.o.s.	velocity	dispersion	profiles	
	-		DM	density	profile	(e.g.	NFW)	

	
	à	LCDM	predictions	crucial!	

	



EXAMPLE:	Cosmological	DM	annihilation	
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DM	halos	and	substructure	expected	at	all	
scales	down	to	a	Mmin	~	10-6	Msun.	
	
DM	annihilation	signal	 from	all	DM	halos	
at	all	redshifts	contribute	to	the	IGRB.	
	

Ingredients:	 HMF,	 DM	 profiles	 and	
subhalos	at	all	redshifts.	

	à	LCDM	predictions	crucial!	
	
[see.e.g.	1501.05464]	

Zoom	sequence	from	100	to	0.5	Mpc/h		
Millenium-II	simulation	boxes	(Boylan-Kolchin+09)	
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4. Search Strategies, Status, and Projections for Dark Matter Detection with the LAT

In this section we describe astrophysical objects that are the primary targets for searching for signals
from DM annihilation. We first present an overview of the various WIMP search targets and results; then
for each target we summarize the status of current searches, and project how the sensitivity will improve
with continued LAT data taking. Finally we discuss searches for axion or ALP DM and how the sensitivity
of those searches will improve with additional LAT data.

4.1. Dark Matter WIMP Search Targets

Tab. 1 summarizes the targets for WIMP searches. The di↵erences between the targets are pronounced
enough to warrant significant modifications in the search techniques, as discussed earlier in this section. For
example, searches targeting known dark-matter dominated Milky Way satellites (§4.5.1) are very similar to
blind searches for point-like emission performed when creating catalogs of �-ray point sources such as the
3FGL; on the other hand, extracting a isotropic signal from DM halos of galaxies at cosmological distances
(§4.8) requires very detailed modeling of both the Galactic foreground emission and the contributions of
unresolved sources.

Target Distance ( kpc) J factor ( GeV2 cm�5) Angular Extent (�)
Galactic center / halo (§4.4) 8.5 3 ⇥ 1022 to 5 ⇥ 1023 > 10

Known Milky Way satellites (§4.5) 25 to 300 3 ⇥ 1017 to 3 ⇥ 1019 < 0.5
Dark satellites (§4.6) up to 300 up to 3 ⇥ 1019 < 0.5

Galaxy Clusters (§4.7) > 5 ⇥ 104 up to 1 ⇥ 1018 up to ⇠ 3
Cosmological DM (§4.8) > 106 - Isotropic

Table 1: Summary table of DM search targets discussed in this paper.

4.2. Current WIMP Search Sensitivity

We show a subset of published results for various DM targets for the bb̄ channel in Fig. 9. For each
target, we selected recent results that used moderate assumptions, i.e., neither the most conservative nor
the most optimistic cases. Because of di↵erences in the datasets, DM profiles, and background modeling,
these results should be taken as representative and absolute comparisons should be interpreted with caution.
Details about the scenarios considered (e.g., the DM distribution) for each of the targets are provided in
Tab. 2.

Target Ref. Scenario Other Refs.
Galactic halo §4.4 [65] NFW profile “constrained free source fits” 3 � ULs -

Galactic center (limits) §4.4 [39] NFW profile, 3 � ULs -
Galactic center (best-fits) §4.4 [3, 4, 81–84] gNFW profile with � ⇠ 1.2 [2, 85]

dSphs §4.5 [5] NFW profile [86–94]
Unid. Satellites §4.6 [95] 95% CL ULs [88, 96–99]
Galaxy clusters §4.7 [100] Virgo, “DM-I” conservative boost model [101–108]

Isotropic §4.8 [77] 2 � ULs [109–111]
Cross-correlation §4.8 [112] “annLOW, ALLGeV”, 95% CL ULs [61, 113–122]

Ang. Power Spectrum §4.8 [123] “Galactic + Extragal HIGH DM” [123–137]

Table 2: The works referenced here for the various DM targets are the representative results shown in Fig. 9. The scenarios given
in quotation marks appear as they were named in the original reference to distinguish them from other scenarios presented in
the same papers. For details about the exact parametrization of the various DM signals as well as the modeling of astrophysical
backgrounds the reader is referred to the original references.
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Charles,	MASC+16,	astro-ph/1605.02016	
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Figure 1: The density as a function of Galactocentric radius (left) and the integrated J factor as a function of angular separation
from the Galactic center for several widely considered radial profiles of the DM halo of the Milky Way.

Figure 2: Spectra, dN�/dE� , of prompt � rays per DM pair annihilation for di↵erent annihilation channels and DM masses.
(Upper left) Annihilation spectra of 200 GeV DM into various annihilation channels. Annihilation spectra into bb̄ (upper right),
⌧+⌧� (lower left), and W+W� (lower right) for a range of DM masses. See Ref. [40] and App. B for details of the calculation
of these spectra. These spectra do not include secondary emission of � rays, which will enhance the emission at lower energies
in the leptonic channels and can be important in dense environments.
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Milky	Way	

Typical	J-factor	values	

	LCDM	predictions	crucial!	



101 102 103 104

m� [GeV]

10�27

10�26

10�25

10�24

10�23

10�22

⇥�
v⇤

[c
m

3
s�

1
]

bb̄
Daylan+ (2014)

Gordon & Macias (2013)

Calore+ (2014)

Abazajian+ (2014)

MW Halo: Ackermann+ (2013)

MW Center: Gomez-Vargas+ (2013)

dSphs: Ackermann+ (2015)

Unid. Sat.: Bertoni+ (2015)

Virgo: Ackermann+ (2015)

Isotropic: Ajello+ (2015)

X-Correl.: Cuoco+ (2015)

APS: Gomez-Vargas+ (2013)

Thermal Relic Cross Section
(Steigman+ 2012)

A Sample of Published Results from Indirect DM 
Searches with LAT Data 
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Representative Results for Different Search Targets for the b-quark Channel 

[Charles+, submitted to Physics Reports]

Preliminary
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Charles,	MASC,	et	al.,	
[1605.02016]	

DM	modeling	in	ΛCDM		
critical	to	set	all	limits	
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