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Both	dwarfs	and	dark	satellites	are	highly	DM-dominated	systems	
	

	à	GOOD	TARGETS	
	
	
The	clumpy	distribution	of	subhalos	inside	larger	halos	may	boost	the	
annihilation	signal	importantly.	

	
	à	”SUBSTRUCTURE	BOOSTS”	

	
	

The	role	of	DM	halo	substructure		
in	(indirect)	DM	searches	

Important	to	characterize	in	detail	the	DM	subhalo	population	
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Figure 4. Spherically averaged density profile of the Aq-A halo at z = 0,
at different numerical resolutions. Each of the profiles is plotted as a thick
line for radii that are expected to be converged according to the resolution
criteria of Power et al. (2003). These work very well for our simulation
set. We continue the measurements as thin solid lines down to 2ϵ, where ϵ

is the Plummer-equivalent gravitational softening length in the notation of
Springel et al. (2001b). The dotted vertical lines mark the scale 2.8ϵ, beyond
which the gravitational force law is Newtonian. The mass resolution changes
by a factor of 1835 from the lowest to the highest resolution simulation in
this series. Excellent convergence is achieved over the entire radial range
where it is expected.

Figure 5. Local logarithmic slope of the density profiles as a function
of radius for the Aq-A halo simulated at different numerical resolution.
Only the radial region that should be converged according to the criteria
of Power et al. (2003) is shown. Note that the large fluctuations in the
outer parts are caused by substructures but nevertheless reproduce well
between simulations. In this regime, we expect significant halo-to-halo
scatter.

Figure 6. Differential subhalo abundance by mass in the ‘A’ halo within the
radius r50. We show the count of subhaloes per logarithmic mass interval
for different resolution simulations of the same halo. The bottom panel
shows the same data but multiplied by a factor M2

sub to compress the vertical
dynamic range. The dashed lines in both panels show a power law dN/dM ∝
M−1.9. For each of the resolutions, the vertical dotted lines in the lower panel
mark the masses of subhaloes that contain 100 particles.

3.1 Subhalo counts and substructure mass fraction

In Fig. 6, we show the differential abundance of subhaloes by mass
(i.e. the number of subhaloes per unit mass interval) in our ‘A’
halo within r50, and we compare results for simulations of the same
object at different mass resolution. For masses above ∼5×108 M⊙,
the number of subhaloes is small and large halo-to-halo scatter may
be expected (see below). However, for lower masses a smooth mass
spectrum is present that is well described by a power law over
many orders of magnitude. Multiplication by M2

sub compresses the
vertical scale drastically, so that the slope of this power law and
deviations from it can be better studied. This is shown in the bottom
panel of Fig. 6. We see that resolution effects become noticeable
as a reduction in the number of objects at masses below a few
hundred particles, but for sufficiently well-resolved subhaloes, very
good convergence is reached. There is good evidence from the fully
converged part of the differential mass function that it exhibits a
true power-law behaviour, and that the slope of this power law is
shallower than −2, though not by much. Our results are best fitted
by a power law dN/dM ∝ M−1.9, the same slope found by Gao
et al. (2004), but significantly steeper than Helmi, White & Springel
(2002) found for their rich cluster halo. The exact value obtained for
the slope in a formal fit varies slightly between −1.87 and −1.93,
depending on the mass range selected for the fit; the steepest value
of −1.93 is obtained when the fit is restricted to the mass range
106–107 M⊙ for the Aq-A-1 simulation.

The small tilt of the slope n = −1.9 away from −2 is quite impor-
tant. For n = −2, the total predicted mass in substructures smaller
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than a given limit m0 would be logarithmically divergent when ex-
trapolated to arbitrarily small masses. If realized, this might suggest
that there is no smooth halo at all, and that ultimately all the mass
is contained in subhaloes. However, even for the logarithmically di-
vergent case the total mass in substructures does not become large
enough for this to happen, because a sharp cut-off in the subhalo
mass spectrum is expected at the thermal free-streaming limit of
the dark matter. Depending on the specific particle physics model,
this cut-off lies around an Earth mass, at ∼10−6 M⊙, but could be
as low as 10−12 M⊙ in certain scenarios (Chen, Kamionkowski &
Zhang 2001; Hofmann, Schwarz & Stöcker 2001; Green, Hofmann
& Schwarz 2004; Profumo, Sigurdson & Kamionkowski 2006).

Our measured mass function for the ‘A’ halo is well approximated
by

dN

dM
= a0

(
M

m0

)n

, (4)

with n= −1.9, and an amplitude of a0 = 8.21×107/M50 = 3.26×
10−5 M−1

⊙ for a pivot point of m0 = 10−5M50 = 2.52 × 107M⊙.
This means that the expected total mass in all subhaloes less massive
than our resolution limit mres is

Mtot(<mres) =
∫ mres

mlim

M
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n + 2
mn+2

res − mn+2
lim

mn
0

, (5)

where mlim is the thermal dark matter limit. For mlim → 0 and our
nominal subhalo resolution limit of mres = 3.24 × 104 M⊙ in the
Aq-A-1 simulation, this gives Mtot = 1.1×1011 M⊙, corresponding
to about 4.5 per cent of the mass of the halo within r50. While non-
negligible, this is considerably smaller than the total mass in the
substructures that are already resolved by the simulation. The latter
is 13.2 per cent of the mass within r50 for the Aq-A-1 simulation. We
hence conclude that despite the very broad mass spectrum assumed
in this extrapolation, the total mass in subhaloes is still dominated
by the most massive substructures, and an upper limit for the total
mass fraction in subhaloes is ∼18 per cent within r50 for the ‘Aq-A’
halo.

We caution, however, that the extrapolation to the thermal limit
extends over 10 orders of magnitude! This is illustrated explicitly
in Fig. 7, where we show the mass fraction in substructures above

 

 

Figure 7. Expected mass fraction in subhaloes as a function of the limiting mass Mlim, inside r50 (top curves) and inside 100 kpc (bottom curves). The solid
thin lines show an extrapolation of the direct simulation result with an n= −1.9 power law for the differential subhalo mass function. In this case, the total
substructure mass converges at the low-mass end. The dotted lines show the prediction for the logarithmically divergent case, n= −2. In this case, we would
expect the mass in substructures down to an Earth mass (vertical dashed line) to be about twice what we can resolve directly. This mass is a reasonable estimate
for the thermal free-streaming limit in many supersymmetric theories where the dark matter particle is a neutralino. However, the parameters of these theories
are sufficiently uncertain that the thermal limit could lie as low as 10−12 M⊙. Even in this case, the lumpy component of the halo would still be subdominant
within r50, and would be a small fraction of the total mass of 9.32 × 1011 M⊙ within 100 kpc.

a given mass limit, combining the direct simulation results with the
extrapolation above. We also include an alternative extrapolation
in which a steeper slope of −2 is assumed. In this case, the total
mass fraction in substructures would approximately double if the
thermal limit lies around one Earth mass. If it is much smaller,
say at mlim ∼ 10−12 M⊙, the mass fraction in substructure could
grow to ∼50 per cent within r50, still leaving room for a substantial
smooth halo component. Note, however, that within 100 kpc even
this extreme extrapolation results in a substructure mass fraction of
only about 5 per cent. Most of the mass of the inner halo is smoothly
distributed.

Within r50 the mass fraction in resolved substructures varies
around 11 per cent for our six simulations at resolution level 2,
each of which has at least 160 million particles in this region.
Table 2 lists these numbers, which are 12.2 per cent (Aq-A-2 simu-
lation), 10.5 per cent (Aq-B-2), 7.2 per cent (Aq-C-2), 13.1 per cent
(Aq-D-2), 10.8 per cent (Aq-E-2) and 13.4 per cent (Aq-F-2). This
gives an average of 11.2 per cent within r50 down to the relevant
subhalo mass resolution limit, ∼2 × 105 M⊙. This is similar to the
substructure mass fractions found by earlier work on galaxy cluster
haloes (e.g. Ghigna et al. 1998; Springel et al. 2001a; De Lucia et al.
2004) and Galaxy-sized haloes (Stoehr et al. 2003) once the differ-
ent limiting radius (r200 instead of r50) is corrected for. However, it
is larger than the 5.3 per cent inside r50 reported by Diemand et al.
(2007a) for a Milky Way sized halo.

In Fig. 8, we compare the differential subhalo mass functions of
these six haloes, counting the numbers of subhaloes as a function of
their mass normalized to the M50 of their parent halo. Interestingly,
this shows that at small subhalo masses the subhalo abundance
per unit halo mass shows very little halo-to-halo scatter. In fact,
the mean differential abundance is well fitted by equation (4) with
the parameters given above, and the rms halo-to-halo scatter in the
normalization is only ∼8 per cent.

In Table 2, we also list a few other basic structural properties
of our haloes, namely their maximum circular velocity Vmax, the
radius rmax at which this velocity is attained, a simple measure for
halo concentration, and the redshift at which the halo formed. One
way to characterize the concentration of a halo is to express the
mean overdensity within rmax in units of the critical density. This
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than a given limit m0 would be logarithmically divergent when ex-
trapolated to arbitrarily small masses. If realized, this might suggest
that there is no smooth halo at all, and that ultimately all the mass
is contained in subhaloes. However, even for the logarithmically di-
vergent case the total mass in substructures does not become large
enough for this to happen, because a sharp cut-off in the subhalo
mass spectrum is expected at the thermal free-streaming limit of
the dark matter. Depending on the specific particle physics model,
this cut-off lies around an Earth mass, at ∼10−6 M⊙, but could be
as low as 10−12 M⊙ in certain scenarios (Chen, Kamionkowski &
Zhang 2001; Hofmann, Schwarz & Stöcker 2001; Green, Hofmann
& Schwarz 2004; Profumo, Sigurdson & Kamionkowski 2006).

Our measured mass function for the ‘A’ halo is well approximated
by
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with n= −1.9, and an amplitude of a0 = 8.21×107/M50 = 3.26×
10−5 M−1

⊙ for a pivot point of m0 = 10−5M50 = 2.52 × 107M⊙.
This means that the expected total mass in all subhaloes less massive
than our resolution limit mres is
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where mlim is the thermal dark matter limit. For mlim → 0 and our
nominal subhalo resolution limit of mres = 3.24 × 104 M⊙ in the
Aq-A-1 simulation, this gives Mtot = 1.1×1011 M⊙, corresponding
to about 4.5 per cent of the mass of the halo within r50. While non-
negligible, this is considerably smaller than the total mass in the
substructures that are already resolved by the simulation. The latter
is 13.2 per cent of the mass within r50 for the Aq-A-1 simulation. We
hence conclude that despite the very broad mass spectrum assumed
in this extrapolation, the total mass in subhaloes is still dominated
by the most massive substructures, and an upper limit for the total
mass fraction in subhaloes is ∼18 per cent within r50 for the ‘Aq-A’
halo.

We caution, however, that the extrapolation to the thermal limit
extends over 10 orders of magnitude! This is illustrated explicitly
in Fig. 7, where we show the mass fraction in substructures above

 

 

Figure 7. Expected mass fraction in subhaloes as a function of the limiting mass Mlim, inside r50 (top curves) and inside 100 kpc (bottom curves). The solid
thin lines show an extrapolation of the direct simulation result with an n= −1.9 power law for the differential subhalo mass function. In this case, the total
substructure mass converges at the low-mass end. The dotted lines show the prediction for the logarithmically divergent case, n= −2. In this case, we would
expect the mass in substructures down to an Earth mass (vertical dashed line) to be about twice what we can resolve directly. This mass is a reasonable estimate
for the thermal free-streaming limit in many supersymmetric theories where the dark matter particle is a neutralino. However, the parameters of these theories
are sufficiently uncertain that the thermal limit could lie as low as 10−12 M⊙. Even in this case, the lumpy component of the halo would still be subdominant
within r50, and would be a small fraction of the total mass of 9.32 × 1011 M⊙ within 100 kpc.

a given mass limit, combining the direct simulation results with the
extrapolation above. We also include an alternative extrapolation
in which a steeper slope of −2 is assumed. In this case, the total
mass fraction in substructures would approximately double if the
thermal limit lies around one Earth mass. If it is much smaller,
say at mlim ∼ 10−12 M⊙, the mass fraction in substructure could
grow to ∼50 per cent within r50, still leaving room for a substantial
smooth halo component. Note, however, that within 100 kpc even
this extreme extrapolation results in a substructure mass fraction of
only about 5 per cent. Most of the mass of the inner halo is smoothly
distributed.

Within r50 the mass fraction in resolved substructures varies
around 11 per cent for our six simulations at resolution level 2,
each of which has at least 160 million particles in this region.
Table 2 lists these numbers, which are 12.2 per cent (Aq-A-2 simu-
lation), 10.5 per cent (Aq-B-2), 7.2 per cent (Aq-C-2), 13.1 per cent
(Aq-D-2), 10.8 per cent (Aq-E-2) and 13.4 per cent (Aq-F-2). This
gives an average of 11.2 per cent within r50 down to the relevant
subhalo mass resolution limit, ∼2 × 105 M⊙. This is similar to the
substructure mass fractions found by earlier work on galaxy cluster
haloes (e.g. Ghigna et al. 1998; Springel et al. 2001a; De Lucia et al.
2004) and Galaxy-sized haloes (Stoehr et al. 2003) once the differ-
ent limiting radius (r200 instead of r50) is corrected for. However, it
is larger than the 5.3 per cent inside r50 reported by Diemand et al.
(2007a) for a Milky Way sized halo.

In Fig. 8, we compare the differential subhalo mass functions of
these six haloes, counting the numbers of subhaloes as a function of
their mass normalized to the M50 of their parent halo. Interestingly,
this shows that at small subhalo masses the subhalo abundance
per unit halo mass shows very little halo-to-halo scatter. In fact,
the mean differential abundance is well fitted by equation (4) with
the parameters given above, and the rms halo-to-halo scatter in the
normalization is only ∼8 per cent.

In Table 2, we also list a few other basic structural properties
of our haloes, namely their maximum circular velocity Vmax, the
radius rmax at which this velocity is attained, a simple measure for
halo concentration, and the redshift at which the halo formed. One
way to characterize the concentration of a halo is to express the
mean overdensity within rmax in units of the critical density. This
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Caveat:	below	~107	solar	masses	
the	subhalo	survival	is	uncertain	

Simulations:	1.9	<	n	<	2	
LCDM	predictions	(PS	theory):	1.8	<	n	<	2		
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Supplementary Figure 4: Abundance and concentrations of subhalos vs. distance

from the galactic center. Top: The number density profile of subhalos (circles) is more
extended than the dark matter density profile ρ(r) (thick line). Their ratio turns out to be
roughly proportional to the enclosed mass M(< r), i.e. ρM(< r) (thin line) matches the
subhalo number density quite well. Only subhalos larger than Vmax = 3 km s−1 are included
here. Bottom: Subhalo concentrations (median and 68% range are shown) increase towards
the center, where the stronger tidal force remove more of the outer, low density parts from
the subhalos. To make sure their cV are resolved, only subhalos larger than Vmax = 5 km s−1

are used. The error bars indicate the statistical uncertainties in both panels.
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against subhalo maximum circular velocity normalized to V50, the
circular velocity of the main halo at r50. Because the slope of the
abundance curve is very close to −3, this is equivalent to plotting
subhalo count normalized by the total parent halo mass within r50

(which is proportional to V3
50) against subhalo maximum circular

velocity. There is remarkably little scatter between our simulations
when normalized in this way; the rms scatter in amplitude in the
power-law regime is around 10 per cent. The steep slope of the
N(>Vmax) function together with the increase of concentration for
smaller haloes (see section 5.2) means that the total dark matter
annihilation luminosity of haloes is dominated by small substruc-
tures (e.g. Diemand et al. 2007a, 2008; Kuhlen, Diemand & Madau
2008; Springel et al. 2008). The figure also shows the substructure
abundance reported for the Via Lactea I (dashed) and II (dotted)
simulations (Diemand et al. 2007a, 2008), after rescaling to the
normalization we prefer here.3 There is a difference of a factor of
3.1 between the mean abundance of small subhaloes in our simula-
tions and in ‘Via Lactea I’. The Diemand et al. (2008) abundance
for Via Lactea II differs substantially from that for Via Lactea I and
is much closer to our results. Nevertheless, the abundance of small
subhaloes in Via Lactea II is still 31 per cent lower than the mean
for our set of six haloes, which is more than three times the rms
scatter in abundance between our haloes.

These results lead us to disagree with the assertion by Madau,
Diemand & Kuhlen (2008) and Diemand et al. (2008) that differ-
ences of this magnitude lie within the halo-to-halo scatter. Instead,
the substantial difference between ‘Via Lactea I’ and ‘Via Lactea
II’ must have a systematic origin. We also think it unlikely that the
higher abundance in our simulations reflects the small differences
in the background cosmology assumed in the two projects, as sug-
gested by Madau et al. (2008), even though this is a possibility we
cannot exclude. For example, the Via Lactea simulations assumed
a lower value for σ 8 than we used, and we believe that lowering σ 8

should result in slightly more substructure in objects of given mass,
simply because these haloes then tend to form more recently which
increases the number of surviving subhaloes within them (e.g. De
Lucia et al. 2004). We have explicitly confirmed this effect by com-
paring the substructure abundances in the Millennium Simulation
(with σ8 = 0.9) with those in the simulations of Wang et al. (2008),
which used the same cosmology except for taking σ8 = 0.722. On
the other hand, the different tilt assumed for the primordial power
spectrum of the Via Lactea II simulation may have reduced the sub-
halo abundance and could perhaps be responsible for the difference
(Zentner & Bullock 2003).

We note that the small halo-to-halo scatter in substructure abun-
dance which we find also contradicts the recent suggestion by
Ishiyama, Fukushige & Makino (2007) that the halo-to-halo vari-
ation in subhalo abundance could be very large, and that the ap-
parent paucity of dwarfs surrounding the Milky Way might simply
reflect the fact that our Galaxy happens to live in a low-density
environment.

3.2 The spatial distribution of subhaloes

In Fig. 11, we show the radial distribution of subhaloes of differ-
ent mass within our Aq-A-1 simulation. In the top panel, we plot
the number density profile for different subhalo mass ranges, each

3 Note that V50,host unambiguously characterizes the enclosed mass within
r50, the region in which subhaloes are counted. This is not the case for
Vmax,host, the velocity scale chosen by Diemand et al. (2008), because it is
additionally affected by halo concentration.

Figure 11. Subhalo number density profiles for different subhalo mass
ranges in the Aq-A-1 simulation. In the top panel, the number density
profiles for five logarithmic mass bins are shown, normalized to the mean
number density within r50 (vertical dashed line). The profile shape appears
independent of subhalo mass, and is well fitted by an Einasto profile with
α = 0.678 and r−2 = 199 kpc = 0.81r200. The bottom panel shows the
number fraction of subhaloes per logarithmic interval in radius, on a linear–
log plot. The area under the curves is proportional to subhalo number,
showing that most subhaloes are found in the outermost parts of the halo.

normalized to the mean number density of subhaloes of this mass
within r50. The number density of subhaloes increases towards halo
centre, but much more slowly than the dark matter density, consis-
tent with previous work (e.g. Ghigna et al. 1998; Diemand, Moore
& Stadel 2004; Gao et al. 2004; Nagai & Kravtsov 2005; Diemand,
Kuhlen & Madau 2007a). As a result, most subhaloes of a given
mass are found in the outer parts of a halo, even though the number
density of subhaloes is highest in the central regions. Another view
of this behaviour is given in the bottom panel of Fig. 11, which
histograms the abundance of subhaloes as a function of log radius
so that the area under the curves is proportional to the total num-
ber of subhaloes. Clearly, the vast majority of subhaloes are found
between ∼100 kpc and the outer radius of the halo.

Perhaps the most remarkable aspect of Fig. 11 is that there appears
to be no trend in the shape of the number density profiles with
subhalo mass. Previous work has already hinted at this behaviour
(Diemand et al. 2004; Ludlow et al. 2008), which is here confirmed
with much better statistics and over a much larger dynamic range
in mass. We note that this disagrees with a tentative finding by De
Lucia et al. (2004), who suggested that more massive substructures
have a radial profile that is more strongly antibiased with respect to
the mass than that of low-mass subhaloes. Like Ludlow et al. (2008)
we find that the number density profile is well described by an
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against subhalo maximum circular velocity normalized to V50, the
circular velocity of the main halo at r50. Because the slope of the
abundance curve is very close to −3, this is equivalent to plotting
subhalo count normalized by the total parent halo mass within r50

(which is proportional to V3
50) against subhalo maximum circular

velocity. There is remarkably little scatter between our simulations
when normalized in this way; the rms scatter in amplitude in the
power-law regime is around 10 per cent. The steep slope of the
N(>Vmax) function together with the increase of concentration for
smaller haloes (see section 5.2) means that the total dark matter
annihilation luminosity of haloes is dominated by small substruc-
tures (e.g. Diemand et al. 2007a, 2008; Kuhlen, Diemand & Madau
2008; Springel et al. 2008). The figure also shows the substructure
abundance reported for the Via Lactea I (dashed) and II (dotted)
simulations (Diemand et al. 2007a, 2008), after rescaling to the
normalization we prefer here.3 There is a difference of a factor of
3.1 between the mean abundance of small subhaloes in our simula-
tions and in ‘Via Lactea I’. The Diemand et al. (2008) abundance
for Via Lactea II differs substantially from that for Via Lactea I and
is much closer to our results. Nevertheless, the abundance of small
subhaloes in Via Lactea II is still 31 per cent lower than the mean
for our set of six haloes, which is more than three times the rms
scatter in abundance between our haloes.

These results lead us to disagree with the assertion by Madau,
Diemand & Kuhlen (2008) and Diemand et al. (2008) that differ-
ences of this magnitude lie within the halo-to-halo scatter. Instead,
the substantial difference between ‘Via Lactea I’ and ‘Via Lactea
II’ must have a systematic origin. We also think it unlikely that the
higher abundance in our simulations reflects the small differences
in the background cosmology assumed in the two projects, as sug-
gested by Madau et al. (2008), even though this is a possibility we
cannot exclude. For example, the Via Lactea simulations assumed
a lower value for σ 8 than we used, and we believe that lowering σ 8

should result in slightly more substructure in objects of given mass,
simply because these haloes then tend to form more recently which
increases the number of surviving subhaloes within them (e.g. De
Lucia et al. 2004). We have explicitly confirmed this effect by com-
paring the substructure abundances in the Millennium Simulation
(with σ8 = 0.9) with those in the simulations of Wang et al. (2008),
which used the same cosmology except for taking σ8 = 0.722. On
the other hand, the different tilt assumed for the primordial power
spectrum of the Via Lactea II simulation may have reduced the sub-
halo abundance and could perhaps be responsible for the difference
(Zentner & Bullock 2003).

We note that the small halo-to-halo scatter in substructure abun-
dance which we find also contradicts the recent suggestion by
Ishiyama, Fukushige & Makino (2007) that the halo-to-halo vari-
ation in subhalo abundance could be very large, and that the ap-
parent paucity of dwarfs surrounding the Milky Way might simply
reflect the fact that our Galaxy happens to live in a low-density
environment.

3.2 The spatial distribution of subhaloes

In Fig. 11, we show the radial distribution of subhaloes of differ-
ent mass within our Aq-A-1 simulation. In the top panel, we plot
the number density profile for different subhalo mass ranges, each

3 Note that V50,host unambiguously characterizes the enclosed mass within
r50, the region in which subhaloes are counted. This is not the case for
Vmax,host, the velocity scale chosen by Diemand et al. (2008), because it is
additionally affected by halo concentration.

Figure 11. Subhalo number density profiles for different subhalo mass
ranges in the Aq-A-1 simulation. In the top panel, the number density
profiles for five logarithmic mass bins are shown, normalized to the mean
number density within r50 (vertical dashed line). The profile shape appears
independent of subhalo mass, and is well fitted by an Einasto profile with
α = 0.678 and r−2 = 199 kpc = 0.81r200. The bottom panel shows the
number fraction of subhaloes per logarithmic interval in radius, on a linear–
log plot. The area under the curves is proportional to subhalo number,
showing that most subhaloes are found in the outermost parts of the halo.

normalized to the mean number density of subhaloes of this mass
within r50. The number density of subhaloes increases towards halo
centre, but much more slowly than the dark matter density, consis-
tent with previous work (e.g. Ghigna et al. 1998; Diemand, Moore
& Stadel 2004; Gao et al. 2004; Nagai & Kravtsov 2005; Diemand,
Kuhlen & Madau 2007a). As a result, most subhaloes of a given
mass are found in the outer parts of a halo, even though the number
density of subhaloes is highest in the central regions. Another view
of this behaviour is given in the bottom panel of Fig. 11, which
histograms the abundance of subhaloes as a function of log radius
so that the area under the curves is proportional to the total num-
ber of subhaloes. Clearly, the vast majority of subhaloes are found
between ∼100 kpc and the outer radius of the halo.

Perhaps the most remarkable aspect of Fig. 11 is that there appears
to be no trend in the shape of the number density profiles with
subhalo mass. Previous work has already hinted at this behaviour
(Diemand et al. 2004; Ludlow et al. 2008), which is here confirmed
with much better statistics and over a much larger dynamic range
in mass. We note that this disagrees with a tentative finding by De
Lucia et al. (2004), who suggested that more massive substructures
have a radial profile that is more strongly antibiased with respect to
the mass than that of low-mass subhaloes. Like Ludlow et al. (2008)
we find that the number density profile is well described by an
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In the case of Via Lactea II, the global subhalo mass
density profile ⌅sub(R) is best fitted by the so-called an-
tibiased relation [53, 64]:

⌅V LII
sub (R) =

⌅V LII
tot (R) (R/Ra)�

1 + R
Ra

⇥ , (4)

Given the NFW overall profile ⌅V LII
tot (R), we see that the

subhalo distribution is cored below a scale radius Ra,
while it asymptotically tracks the smooth profile beyond.
The procedure to obtain this antibiased profile is detailed
in App. A, where it is shown that Ra is actually fixed by
the mass fraction in the form of subhalos.

For Aquarius, an Einasto shape is also found for the
spatial distribution of subhalos [54, 55], which leads to
the following global subhalo mass density profile:

⌅Aq
sub(R) = ⌅a exp

⌥
� 2

�

⇧⇤
R

Ra

⌅�

� 1

⌃�
, (5)

with � = 0.678, and where ⌅a ⇤ kV M tot
sub =

kV f tot
sub MMW is fixed from the total subhalo mass (or

the mass fraction, equivalently) and the parameter kV ,
which normalizes the exponential term to unity within
the Galactic volume.

The normalized subhalo mass function used in both
subhalo distributions reads

F(µ,Msub) ⇤ F0

⇧
Msub

M⇥

⌃�µ

, (6)

where F0, which carries units of inverse mass, allows
the normalization of the mass integral of F to unity
in the surveyed mass range. We will use µ = 2 in
the Via Lactea II configuration, and µ = 1.9 in the
Aquarius configuration.

Note that to get the subhalo number density from the
mass density, one can use the trivial following relation:

dNsh(Msub, R)

dMsub dV
=

1

⇧Msub⌃
d⌅sh(Msub, R)

dMsub
, (7)

where ⇧Msub⌃ ⇤
 
dmmF(µ,m) = M tot

sub/Nsub is the
average subhalo mass. This relation is valid for any con-
figuration.

In the following, we will consider thatMmin = 10�6M⇥
and Mmax = 10�2Mh. The logarithmic mass slope µ is
steeper in the Via Lactea II configuration than in the
Aquarius configuration, which strongly increases the rel-
ative weight of the lightest subhalos to the total mass
(and therefore to the total annihilation rate) in the for-
mer case. All the parameters used for the above sub-
halo distributions are listed in Tab. I. They are set to
match the results of the corresponding N-body simula-
tions in the resolved subhalo mass ranges. In the case
of Via Lactea II, we impose that 10 % of the MW mass,
Mh, consists of virialized structures with masses in the
range [10�5Mh, 10�2Mh]. In the case of Aquarius, we re-
quire that 13.2 % of Mh is concentrated in subhalos with
masses in the range [1.8 ⇥ 10�8Mh, 10�2Mh]. The total
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FIG. 1. Mass density profiles of the MW halo components
for the Via Lactea II and Aquarius cases. For each setup,
the solid line represents the sum of all components, while the
dashed line is the smooth halo component and the dotted-
dashed line accounts for the subhalo component. The dotted
line exhibits the subhalo component when the tidal disruption
according to the Roche criterion is implemented.

mass fraction in the form of subhalos f tot
sub is then such

that:

f tot
sub Mh = M tot

sub ⇤ 4⇤

⌦ Rvir

0
dr r2

⌦ Mmax

Mmin

dm
d⌅sh(m, r)

dm
.

(8)

Finally, we can now define the smooth dark matter com-
ponent for both configurations from the di�erence be-
tween the total and subhalo components:

⌅sm(R) = ⌅tot(R)� ⌅sh(R) . (9)

We note that the MW mass in both simulations agrees,
within the errors, with the recent observational estimates
of [65] based on the so-called Timing Argument [66].
A word of caution is required for the subhalo distri-

bution near the GC (e.g. [67]). Since the subhalo num-
ber density at galactocentric distances of 8 kpc or less is
poorly constrained by numerical simulations, we calcu-
late this function by extrapolating the behavior at larger
distances. Tidal e�ects may disrupt subhalos in the cen-
tral regions of the Galaxy, which severely depletes the
subhalo population. To account for this e�ect we adopt
the Roche criterion [68]: a subhalo is destroyed when its
scale radius rs is larger than the tidal radius, i.e. the ra-
dius at which the tidal forces of the host potential equal
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Finally, we can now define the smooth dark matter com-
ponent for both configurations from the di�erence be-
tween the total and subhalo components:
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We note that the MW mass in both simulations agrees,
within the errors, with the recent observational estimates
of [65] based on the so-called Timing Argument [66].
A word of caution is required for the subhalo distri-

bution near the GC (e.g. [67]). Since the subhalo num-
ber density at galactocentric distances of 8 kpc or less is
poorly constrained by numerical simulations, we calcu-
late this function by extrapolating the behavior at larger
distances. Tidal e�ects may disrupt subhalos in the cen-
tral regions of the Galaxy, which severely depletes the
subhalo population. To account for this e�ect we adopt
the Roche criterion [68]: a subhalo is destroyed when its
scale radius rs is larger than the tidal radius, i.e. the ra-
dius at which the tidal forces of the host potential equal
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mate the size and shape of the region around the GC
that maximize the S/N ratio.

For a fixed particle physics model, the annihilation
flux from the central regions of the Galaxy in the
Via Lactea II setup is slightly smaller with respect to
Aquarius. This is due to the smaller local density,
i.e. DM density in the solar neighborhood, in the
Via Lactea II setup and the smaller total mass. If one
rescales the Via Lactea II and Aquarius setup to match
the most recent determinations of the local density, and if
the same subhalo mass fraction fcl = 0.18 is adopted for
both simulations, then the annihilation maps look almost
identical.

Should the search for the di�use emission from the
GC fail because of the complicated astrophysical back-
grounds in what is probably the most crowded region
of the sky, the possibility remains to search for uniden-
tified �-ray sources, that would appear as non-variable
bright spots with no astrophysical counterpart, possibly
correlated with dwarf galaxies, and with identical spec-
tra. The number of detectable sources in both simulation
setups is very similar, and for an optimistic DM scenario
is between 1 and 10 for the Fermi-LAT in 5 years of op-
eration.

Finally, we have calculated the antimatter fluxes in
both simulation setups, and we found that the boost fac-
tor often invoked to provide a viable DM interpretation
of the cosmic leptons puzzle, are completely unrealistic.
The only annihilation channel that provides a sizeable
enhancement of the positron ratio is direct annihilation
to e+e� around 100 GeV, which provides a flux signifi-
cantly higher than the secondary background for the set
of propagation parameters used here, even without the
help of any subhalo contribution. We have also verified
that the associated ICS contribution to the �-ray flux
was not violating the current observational constraints.
Although this model seems an appealing possibility, we
still stress that (i) it has been tuned to provide an excep-
tion case to the usual need of large boost factor to inter-
pret the PAMELA data (see Eq. 27 and comments be-
low) without any particle physics motivation, (ii) slightly
increasing the DM particle mass above 100 GeV would
completely erase such a peak with respect to the back-
ground because of the dependency of the peak amplitude
in m�

�4 and the steep decrease of the flux at lower en-
ergies and (iii) we did not include the contributions of
other astrophysical primary sources, like pulsars, which
are likely sizable.
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Appendix A: Smooth versus subhalo mass density
profiles for antibiased relations

The spatial distribution of subhalos has long been
modeled with a cored isothermal profile, e.g. as suggested
in Ref. [104]. Nevertheless, it turns out that such a spa-
tial distribution is hardly consistent with a global NFW
fit on the overall DM distribution, which scales like r�3

at large radii, at variance with the r�2 isothermal be-
havior. Indeed, subhalos are usually found to dominate
the mass profile at radii larger than the scale radius (�
20 kpc), so one could expect their mass density profile
to track the r�3 shape of the overall fit. In Ref. [105],
the authors quoted the same previous reference and pro-
posed the following empirical spatial distribution for the
subhalo number density n(r), the so-called antibiased dis-
tribution:

n(r) ⇥ r ⇤host(r) . (A1)

Considering that ⇤host is the overall fit, this would lead
to the same issue as above: for a global NFW profile, the
subhalo distribution would decrease like r�2 beyond the
scale radius, which is inconsistent with the fact that they
are found to dominate the mass profile on large radii.
For consistency, ⇤host should thereby be the smooth DM
component instead.
In this appendix, we sketch an analytical method to

model any antibiased subhalo distribution, given a de-
fined overall density profile.

1. General case

Let us consider that a global fit on an N-body galaxy
made of pure dark matter provides an analytical shape
for the overall mass density profile, ⇤tot(r). This density
profile must therefore obey

4⇥

� Rvir

0
dr r2 ⇤tot(r) = MMW . (A2)

In the following, we will consider that MMW, Rvir and
⇤tot are known.
Now, let us assume that this overall profile is in fact

made of two sub-components, one describing the smooth
distribution of dark matter, ⇤sm(r), and another account-
ing for the mass density carried by subhalos, ⇤sub(r). If
we know the mass fraction of resolved subhalos in any
N-body Galaxy and if we further know the mass distri-
bution of these objects, then assuming a scale invariant
mass profile allows us to determine the total mass frac-
tion f tot

sub for any arbitrary minimal mass for subhalos.
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have assumed that tidal effects on inner subhalo parts are negli-
gible: ρs(Mvir)rs(Mvir)3 ≈ ρs(Mt)rs(Mt)3. With f (cAq

t ) = aAq − 1,
the distance-averaged Mt-Mvir relation is

Mt(Mvir) ≃
(

712.6 kpc−3

4πρcrit

)1.04 ⎛⎜⎜⎜⎜⎝
Mvir

f (cFHM
vir )

⎞
⎟⎟⎟⎟⎠

1.04

M⊙. (A.1)

For massive subhaloes (! 104 M⊙), f (cFHM
vir )−1.04 is well fit by

a power law, f [cFHM
vir (Mvir)]−1.04 ≈ 0.34 [Mvir/(106 M⊙)]0.02,

yielding Mt/Mvir ≈ 0.23[Mvir/(106 M⊙)]0.06 for Mt ! 3.2 ×
104 M⊙. This reveals rAq

s (Mvir) ≃ 0.054 [Mvir/(106 M⊙)]0.40 kpc
and, therefore, the distance-averaged virial concentration of sub-
haloes

cAq
vir (Mvir) ≃ 46.8

(
Mvir

106 M⊙

)−0.07

(A.2)

for Mvir ∈ [1.5 × 105; ∼ 1010] M⊙.

Appendix B: Moderately extended Fermi sources

For γ-ray catalogues such as 1FGL, instrument data have been
analysed assuming sources to be point-like. Given that de-
tectable subhaloes would appear as moderately extended accord-
ing to the PSF of Fermi-LAT (see Sect. 4.1.1, σPSF ≈ 0.15◦
for E = 10 GeV), we investigated the effect of the 1FGL point-
source-analysis framework on extended sources.

To study the high-energy flux φp(10−100 GeV) recon-
structed by the point-source analysis for a given intrinsic (sub-
halo) extent θs, a Monte-Carlo (MC) simulation dedicated to
the particular source 1FGL J0030.7+0724 was used. Based on
the 11-month data set (see Sect. 5.1.2 for details), the celestial
coordinates of each of the five source photons between 10 and
100 GeV were re-simulated. The intensity profile was assumed
to follow the line-of-sight integral over the (squared) NFW pro-
file of a subhalo for the given θs (peaking at the nominal source
position). Other observational photon parameters, such as en-
ergy, inclination, detection time, conversion type, and event class
(see Table 6), were kept fixed. Subsequently, detectional influ-
ences were accounted for by smoothing with the PSF. For each
θs, 500 iterations were analysed with the framework described
in Sect. 5.1.2 (gtfindsrc and gtlike) according to flux and sig-
nificance (S ≈

√
TS, where TS denotes the test statistic of the

analysis). All other sources within the ROI were kept fixed. The
study is restricted to the signal-dominated regime chosen to be
θs " 1◦ given the low background Nbg. Since θ68 ≈ 0.46◦, this
corresponds to ∼3σPSF. Justified by the low background, all pho-
tons were treated as signal events.

The θs dependence of the sample-averaged reconstructed
flux φp(10−100 GeV) and corresponding test statistic TS is
shown in the two upper panels of Fig. B.1. For large θs, the prob-
ability of photons to be located far away from their central po-
sition increases. Therefore, both φp and TS decrease because of
a minor contribution of outer photons to the point-source region
(defined by the PSF). For θs ≈ 1◦, the average significance drops
below the detection criterion (TS ≥ 25). Note that TS ≥ 25 still
holds for about 35% of the simulated samples.

In terms of Eq. (8), appropriate investigation of candidates
provided by point-source catalogues is therefore admitted by a
scaling h (θs), which allows us to map the catalogued flux φp to
the true flux φ of the entire source. The angular dependence of
h is shown in the lower panel of Fig. B.1. Given φ = h (θs) φp,
the factor was derived by defining h (0◦) = 1. Conservatively, the
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Fig. B.1. Average (solid lines) and rms (shaded areas) of
φp(10−100 GeV) (upper panel), TS (middle panel), and the scal-
ing h (θs) (lower panel) as function of the intrinsic angular extent θs.
For each θs, a sample of 500 simulations of the 1FGL J0030.7+0724
photon distribution between 10 and 100 GeV assuming a DM subhalo
intensity profile was analysed with the 1FGL point-source-analysis
framework.

complete MC sample was used to derive h (θs), including real-
isations with TS < 25 15. As expected in the signal-dominated
regime, the increase of h with increasing θs is comparatively
slight, while it is fairly linear in the background-dominated
regime. Note again that this result holds for sources similar to
1FGL J0030.7+0724 at high galactic latitudes only, while in
general h = h (l,b, θs).

Vice versa, Fig. B.1 states a reasonable (but conservative)
value of the sensitivity of Fermi-LAT for hard sources of similar
type: φp(10−100 GeV) ≈ 10−10 cm−2 s−1. Note that this value
is similar to the point-source sensitivity stated in Atwood et al.
(2009).

Appendix C: Subhalo-induced diffuse flux

In the following, the diffuse flux of the subhalo population
is derived using a prescription by Ando (2009), which is ex-
tended to include the probability distribution of the concentra-
tion parameter c (see Eq. (4)). Numerical N-body simulations
have demonstrated that the differential subhalo number density
dnsh = N(r,M) dM follows a power-law in subhalo mass M.
Following standard assumptions, the number density N(r,M)
factorises such that N(r,M) ∝ nsh(r) · M−α, where α = 1.9 and
r is the distance to the host’s centre. In simulations, the spa-
tial density distribution nsh(r) is consistently found to be “anti-
biased” and, e.g., nsh(r) ∝ ρEin(r) (Springel et al. 2008a), where
ρEin(r) denotes the Einasto profile (Einasto 1965)

ρEin(r) ∝ exp
{
− 2
αE

[(
r

r−2

)αE

− 1
]}
. (C.1)

For a Milky Way-sized halo, the best-fit parameters for the sub-
haloes’ spatial distribution ρEin(r) have been found to be αE =
0.68 and r−2 = 0.81 cMW

200 rMW
s (Springel et al. 2008a), where

cMW
200 ≈ 15 (Catena & Ullio 2010). Using N(r,M) normalised

15 Given the selection bias of the 1FGL catalogue, TS ≥ 25, a more
stringent deduction of h (θs) should include realisations with TS ≥ 25
only. This lowers the effective scaling factor h (θs).
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Figure 2: Density profiles of main halo and subhalos. Main panel: Profile of the
Milky Way halo (thick line) and of eight large subhalos (thin lines). The lower panel gives the
relative differences between the simulated main halo profile and a fitting formula with a core29

ρ(r) = ρs exp{−2/α [(r/rs)α − 1], with best fit parameters: α = 0.170, rs = 21.5 kpc, ρs = 1.73 ×
10−3 M⊙ pc−3 (red curve) and one with a cusp20 ρ(r) = ρs(r/rs)−γ(r/rs + 1)−3+γ with a best fit
inner slope of γ = 1.24, rs = 28.1 kpc, ρs = 3.50 × 10−3 M⊙ pc−3 (blue curve). The vertical dotted
line indicates the estimated convergence radius of 380 pc: simulated local densities are only lower
limits inside of 380 pc and they should be correct to within 10% outside this region. The cuspy
profile is a good fit to the inner halo, while the cored profile has a too shallow slope in the inner
few kpc, causing it to overestimate densities around 4 kpc and to underestimate them at all radii
smaller than 1 kpc. The simulated densities are higher than the best fit cored profile even at 80 pc,
where they are certainly underestimated due to numerical limitations. We find the same behavior
in the inner few kpc in all six snapshots we have analyzed so far between z=3 an z=0. The large
residuals in the outer halos on the other hand are transient features, they are different in every
snapshot. Inset: Rescaled host (thick line) and subhalo (thin lines) density profiles multiplied by
radius square to reduce the vertical range of the figure.
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Figure 22. Subhalo density profiles for nine different subhaloes in the Aq-A halo, simulated with varying resolution. The profiles show the bound mass only
and are drawn with thick lines for the radial range where convergence is expected, based on the criterion of Power et al. (2003). They are continued with thin
lines down to the scale 2ϵ. Vertical dashed lines mark the radii where the force law becomes Newtonian (2.8ϵ). The dot–dashed purple line in each panel is the
density profile of all the mass around the subhalo’s centre (i.e. including unbound mass). The thin black line shows a fit with the Einasto profile. The labels in
each panel give the maximum circular velocity, mass and distance d to halo centre for each subhalo. α is the shape parameter of the Einasto profile, which we
here allowed to vary freely in our fits.

this representation whether the Einasto fit is significantly better than
fits with other analytic functions, like the NFW or Moore profiles.

Further insight can be obtained by studying the local logarith-
mic slopes of the subhalo density profiles as a function of radius,
which we show in Fig. 23, obtained by finite differencing of the
measured density profiles. Again, we compare the differing resolu-
tions available for Aq-A, and plot the results as thick lines for radii
where we expect convergence according to Power et al. (2003),
continuing them with thin lines towards smaller scales. The conver-
gence criterion appears to work quite well and in most cases accu-
rately delineates a limit beyond which the profiles suddenly start to
become significantly flatter. At larger radii, the local slopes change
continuously and smoothly with radius. For several subhaloes, we
have direct evidence that for the local slope is significantly shal-
lower than −1.5 in the innermost converged bin, thereby ruling out
the Moore profile for at least some dark matter subhaloes. In one
case, we find convergence to a slope which is clearly shallower than
−1.2. As for main haloes, extrapolation of the shape of these curves
to smaller radii suggests that profiles that will become significantly
shallower before reaching an asymptotic inner slope, if one exists.
From these results it seems very unlikely that typical dark matter
subhaloes could have power-law cusps with slopes as steep as −1.2,
as recently suggested by Diemand et al. (2008).

Another way to arrive at a similar conclusion is not to consider the
numerically differentiated density profile, but rather the maximum
asymptotic inner slope

β(r) = 3[1 − ρ(r)/ρ(r)], (18)

which can be supported by the enclosed mass at a certain radius.
This quantity was introduced by Navarro et al. (2004). It requires
converged values for both the local density and the enclosed mass
at each radius r. This is a more stringent convergence requirement
than asking that the density alone be converged. Nevertheless, it
can provide a powerful lower limit on the profile slope in the inner
regions; there cannot possibly be a cusp steeper than ρ ∝ r−β since
there is simply not enough mass enclosed to support it. In Fig. 24,
we show β(r) as a function of radius for the same subhaloes as
before, using the same approach to mark the Power et al. (2003)
convergence radius. We see that this convergence criterion is not
conservative enough in some of cases, where the enclosed mass is
not fully converged for the last bin. The Power et al. (2003) criterion
was actually designed for this quantity, but it has only been tested
for main haloes, and it is not surprising that we find subhaloes to be
somewhat more demanding. Nevertheless, this figure reinforces our
earlier conclusion. For most of the subhaloes, a central dark matter
cusp as steep as the Moore profile can be safely excluded, and in a

C⃝ 2008 The Authors. Journal compilation C⃝ 2008 RAS, MNRAS 391, 1685–1711

Similar	to	those	of	main	halos	but	in	the	outermost	regions,	where	they	exhibit	a	
exponential	cut-off	(tidal	stripping)		

	à	‘standard’	virial	radius	definition	not	valid	

Springel+08	



Subhalo	‘concentrations’	

•  Difficulty	in	defining	them:	

–  More	complex	evolution	compared	to	field	halos.	

–  Tidal	forces	modify	the	DM	density	profile	(e.g.	Kazantzidis+04)	

–  Reduced	Rmax,	i.e.	the	radius	at	which	the	maximum	circular	velocity	
Vmax	is	reached	(e.g.	Bullock+01).	

•  Solution:	choose	a	definition	independent	of	the	profile	

	
	

•  Still	useful	to	compare	to	the	standard	c200:	
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(Diemand et al. 2007b)

cV =
⇣

c�

2.163

⌘3 f(Rmax/rs)
f(c�)

� , (4)

where f(x) = ln(1+x)�x/(1+x). Note that, since for an NFW
profile Vmax occurs at Rmax = 2.163 rs, the relation between
both concentration definitions just depends on �.

Furthermore, it is possible to rewrite the virial mass in
terms of Rmax and Vmax in the following way:

m� =
f(c�)

f(2.163)
Rmax V

2
max

G
, (5)

with G the gravitational constant.
Below, we will investigate the dependence of the subhalo

concentration on subhalo (would-be virial) mass and distance
to the host halo center. We will do so for both definitions
of the concentration, cV and c200, by making use of N-body
simulation data. As for our notation, below we use capital
(small) letters to refer to halos (subhalos) or the index h (no
index) for halos (subhalos) otherwise.

2.2 Description of the data sets

High-resolution N-body cosmological simulations are manda-
tory in order to study subhalo properties in great detail.
Ideally, these simulations should resolve the subhalo inter-
nal structure accurately down to the innermost subhalo re-
gions and should provide excellent subhalo statistics. In our
work, we have considered two N-body cosmological simula-
tions of Milky-Way-size halos: VL-II (Diemand et al. 2008) and
ELVIS (Garrison-Kimmel et al. 014a). In both cases, present-
day (z = 0) halo catalogs are available for public download3

and we use the results for Vmax and Rmax. Note that one
may also study halo substructure properties by making use
of large-scale-structure simulations such as BolshoiP (Klypin
et al. 2011), MultiDark (Prada et al. 2012; Riebe et al. 2013;
Klypin et al. 2016; Rodŕıguez-Puebla et al. 2016), which in
turn would allow to learn about subhalo properties up to the
largest (sub)halo masses. This is left for future work.

VL-II follows the growth of a Milky Way-size system in a
⇤CDM universe from redshift 104.3 to the present time. The
simulation employs just over one billion particles of mass 4100
M� to model the formation of a M=1.93 x 1012 M� halo and
its substructure, where the halo and subhalo masses are ob-
tained assuming an overdensity of 200 relative to the mean
matter density of the Universe (or 47.6 with respect to the
critical density of the Universe at z = 0). More than 40000
individual subhalos within the host halo are resolved within
R = 402 kpc. Yet, the abundances and properties of many
of these subhalos are a↵ected by resolution e↵ects and, as a
result, the simulation team provides a reliable subsample of
⇠ 9400 subhalos with masses above ⇠ 106 M�. VL-II adopted
the cosmological parameters from the WMAP 3-year data re-
lease.

ELVIS contains 48 Milky-Way-size halos, of which half
are in paired configurations, similar to the Milky Way and
the Andromeda galaxy. The other half are isolated halos that

3 VL-II: http://www.ucolick.org/~diemand/vl/
ELVIS: http://localgroup.ps.uci.edu/elvis/

⌦m,0 ⌦⇤ h ns �8 � Nsub

VL-II 0.238 0.762 0.73 0.951 0.74 47.6 6914

ELVIS 0.266 0.734 0.71 0.963 0.801 97 35292

Table 1. VL-II and ELVIS most relevant parameters for this work.
Columns 2–6 indicate the set of cosmological parameters used in
each simulation; column 7 is the overdensity � over the critical den-
sity of the Universe; and column 8 denotes the number of subhalos,
Nsub, that were finally used in our study (see Sec. 2.3 for further
details). This number does not correspond to the actual number of
subhalos present in the simulations, which is substantially larger.

are mass-matched to those in the pairs. In addition, high-
resolution simulations of three isolated halos were performed.
All simulations were initialized at redshift z = 125. The mass
resolution for the 48 galaxy-size halos is about 105 M�, while
the particle mass for the higher resolution set is 2.35 x 104 M�.
The virial mass of halos and subhalos is defined as the mass
within the radius enclosing 97 times the critical density of the
Universe. The distribution of the virial masses of field halos
covers the range (1.0 � 2.85) ⇥ 1012 M�. In addition, ELVIS
resolves over 50000 subhalos with masses above ⇠ 106M�.
There is no statistical correlation among the field halos since
they were extracted from independent collisionless simula-
tions. Cosmological parameters were taken from WMAP 7-
year results.

We provide a summary of the most relevant parameters of
both simulations in Tab. 1. Let us note that the fact that ⌦m

and �8 are lower for the WMAP 3-year than for the WMAP
7-year data set, implies that halos assemble later for WMAP
3-year cosmology (see, e.g., Macciò et al. (2008)). However,
the e↵ect is expected to be small given the relatively close �8

values of both simulations and, indeed, as we show in the next
section, we observe a very weak dependence of the concen-
tration values on the cosmological parameters, both data sets
being in good agreement with each other within their statis-
tical dispersion. We also note that we present our results for
c� in the next section adopting � = 200 as the value for the
overdensity to define halos and subhalos. This is di↵erent from
the � value used in each simulation, as described above and in
Tab. 1, which implies that our c� values are lower than those
obtained if using the overdensities adopted in the simulations
to define halos and subhalos. However, by doing so we are able
to merge the results of both simulations and treat them on the
same footing for our purposes.

2.3 Subhalo concentrations

It is well known that subhalos exhibit concentrations that dif-
fer substantially from that of field halos of the same mass, the
latter being found to be less concentrated (Ghigna et al. 2000;
Bullock et al. 2001; Moore et al. 999a; Ullio et al. 2002; Die-
mand et al. 2007b, 2008; Diemand & Moore 2011; Pieri et al.
2011; Bartels & Ando 2015). Indeed, subhalos are subject to
tidal forces that remove material from their outskirts, making
them more compact. As a result, during this process Rmax be-
comes smaller and the enclosed mean subhalo density, codified
in cV (Eq. (1)), increases (Diemand et al. 2007a; Kuhlen et al.
2008; Springel et al. 2008).

In this section, we derive an accurate fit for the
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certain. For instance, no functional form has been proposed
for the subhalo concentration-mass relation, csub(msub), up to
now. Some of the reasons have to do with the di�culty in
defining and assigning concentrations to subhalos in simula-
tions. As a result, for computing the substructure boost to
the DM annihilation signal, a common practice in the past
has been the use of the concentration derived from field ha-
los as the concentration of subhalos of the same mass (see,
e.g., Lavalle et al. (2008); Kuhlen et al. (2008); Charbonnier
et al. (2011); Pinzke et al. (2011); Gao et al. (2012); Nezri
et al. (2012); Anderhalden & Diemand (2013); Sánchez-Conde
& Prada (2014); Ishiyama (2014)). Although this assumption
represents a reasonable first order approximation, the current
status of the field is calling for a more refined substructure
boost model that relies on more accurate subhalo concentra-
tion values. Indeed, N-body simulations have unequivocally
shown that subhalos exhibit higher inner DM densities and
are on average more concentrated than field halos of the same
mass (see, e.g., Ghigna et al. (2000); Bullock et al. (2001);
Ullio et al. (2002); Diemand et al. (2007b, 2008); Diemand &
Moore (2011)).

In this work, we address some of these questions in detail
by making use of public data from the VL-II and ELVIS N-
body cosmological simulations. Altogether, these simulations
allow us to study the subhalo internal properties over several
orders of magnitude in subhalo mass. In addition, thanks to
their superb halo statistics, they make possible a careful study
of subhalo properties as a function of the distance to the host
halo center, r. As a result, we are able to propose an accurate
fit for csub(msub, r), the first one of its kind to our knowledge.
We will then use the csub(msub, r) relation derived from the
results of the VL-II and ELVIS simulations to compute and
update the substructure boost to the total annihilation signal.

The work is organized as follows. In section 2 we start
by defining the most useful halo and subhalo quantities and
by briefly describing the N-body cosmological simulation data
sets that we use, i.e., VL-II and ELVIS. Later, in the same
section, we present in detail our analysis of subhalo concen-
trations and provide best fits as a function of radial distance
to the host halo center and of subhalo mass. We also quantify
the associated subhalo-to-subhalo scatter found in the simu-
lations. Section 3 is devoted to the calculation of the boost to
the DM annihilation signal due to subhalos, by means of the
results found in section 2. This new substructure model should
be perceived as a refinement of the one in Sánchez-Conde &
Prada (2014). We also provide accurate fits to the boost. We
conclude in section 4 with a summary of our main results.

2 INFERRING SUBHALO PROPERTIES FROM
N-BODY COSMOLOGICAL SIMULATIONS

2.1 Definition of halo and subhalo properties

A more formal definition of the halo concentration is c� ⌘
Rvir/r�2, i.e., the ratio of the halo virial radius, Rvir, and the
radius r�2 at which the logarithmic slope of the DM density
profile d log ⇢

d log r = �2. The virial radius at redshift z is defined
as the radius that encloses a halo mean density � times the
critical (or mean, depending on the chosen convention) den-
sity of the Universe, ⇢c(z). This standard definition of halo
concentration, while very useful for the study of the internal

structure of well-resolved halos, is directly less suitable for
subhalos for several reasons. On one hand, the virial radius
of subhalos is not well defined. Tidal stripping removes mass
from the outer parts of subhalos and, as a result, subhalos are
truncated at smaller radii compared to field halos of the same
mass (Ghigna et al. 1998; Taylor & Babul 2001; Kravtsov et al.
2004; Diemand et al. 2007a,b). The subhalo DM density pro-
files thus drop very steeply near the edge of the subhalo (see,
e.g., Kazantzidis et al. (2004)). On the other hand, although
the central parts of the subhalo are expected to be una↵ected
by mass loss (Diemand et al. 2008), the particle resolution
of current simulations does not allow for an accurate descrip-
tion of subhalo density profiles in the innermost regions of the
subhalos and of the host halo (see, e.g., the discussion in Die-
mand & Moore (2011)). Therefore, describing the structural
properties of a subhalo is not a trivial task and it becomes
highly desirable to find a definition for the subhalo concen-
tration which is independent of any density profile and of the
particular definition used for the virial radius.

One such way to characterize the concentration parameter
is to express the mean physical density, ⇢̄, within the radius of
the peak circular velocity Vmax, in units of the critical density
of the Universe at present, ⇢c, as (Diemand et al. 2007b, 2008;
Springel et al. 2008)

cV =
⇢̄(Rmax)

⇢c
= 2

✓
Vmax

H0 Rmax

◆2

, (1)

where Rmax is the radius at which Vmax is attained and H0 is
the Hubble constant. Note that, in this way, cV can be directly
obtained independently of the assumed form for the subhalo
DM density profile. At the same time, cV still fully encodes
the essential meaning attached to the traditional concentra-
tion parameter. Moreover, Vmax is less a↵ected by tidal forces
(Kravtsov et al. 2004; Diemand et al. 2007b).

Yet, finding a relation between c� and cV is convenient
in order to facilitate both a better intuition on subhalo con-
centration values and to compute annihilation boost factors
in Sec. 3, and ultimately, for a better comparison with previ-
ous works. This c� � cV relation, though, will necessarily rely
on the assumption of a particular functional form for the DM
density profile.

For spherical (untruncated) subhalos, the virial mass,m�,
at redshift z = 0, is defined as

m� =
4⇡
3

r
3
� ⇢c � , (2)

where � is the overdensity factor that defines the halos and r�

is its virial radius. Note that this mass does not represent the
true subhalo mass since, as mentioned, subhalos su↵er tidal
forces. However, it is still a good proxy for their concentra-
tion, as tidal mass losses mainly a↵ect the subhalo outskirts
and, indeed, are not expected to change the inner structure
significantly (Kazantzidis et al. 2004; Diemand et al. 2008).

For an NFW DM density profile (Navarro et al. 1996,
1997),

⇢(r) =
4 ⇢s

(r/rs) (1 + r/rs)2
, (3)

where rs ⌘ r�2 is the scale radius and ⇢s is density at rs. It
can be shown that the relation between cV and c� is given by
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Figure 1. Median halo and subhalo concentrations and 1� errors as found in the VL-II simulation (Diemand et al. 2008). The concentrations
for all individual halos and subhalos are also shown (smaller dots in the background). Top panels: Results for subhalos depicted for three
di↵erent bins of the distance to the center of the host halo. From top to bottom: bin I (red dots), II (magenta dots and gray background dots)
and III (purple dots); see text for details. The black dots correspond to the halo median concentrations in the calibration bin beyond R�.
The left panel shows the median cV as a function of Vmax, while the right panel is for c200 as a function of m200. We also show the results
of our fits (solid colored lines) and the P12 parametrization for the concentration of field halos (dashed black lines) (Prada et al. 2012) using
the fit in Sánchez-Conde & Prada (2014). Bottom panels: Median cV (left) and c200 (right) as a function of the distance to the center of the
host halo normalized to R�, xsub. All (sub)halo masses have been included in these two plots.

VL-II and ELVIS simulations, for all the radial bins consid-
ered in our work. It works well in the subhalo mass range
10�6

h
�1

M� . m200 . 1015 h�1
M�.

Likewise, we obtain a parametrization for cV as a function
of Vmax and xsub for subhalos:

cV(Vmax, xsub) = c0

"
1 +

3X

i=1


ai log

✓
Vmax

10 km/s

◆�i
#
⇥

[1 + b log (xsub)] , (7)

where c0 = 3.5⇥104, ai = {�1.38, 0.83, �0.49} and b = �2.5.
This fit works well for 10�4 km/s . Vmax . 103 km/s.

In order to compute the boost factor in Sec. 3 we also
need to have the concentration for the field halos. In the case
of ch200 we will use the P12 parametrization. When using c

h
V

we have no parametrization for field halos and only have infor-
mation for subhalos. Nevertheless, as we discussed above, the
concentration in the calibration bin agrees very well with the
concentration of field halos, so we use these results along with
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concentration in the calibration bin agrees very well with the
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VL-II	

ELVIS	

Clear	increase	of	
subhalo	concentration	
as	we	approach	the	
host	halo	center	

	
Important	implications	

for		e.g.	indirect	
detection	of	DM	

cv	results	from	VL-II	and	ELVIS	

Moline+17	
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Both	dwarfs	and	dark	satellites	are	highly	DM-dominated	systems	
	

	à	GOOD	TARGETS	
	
	
The	clumpy	distribution	of	subhalos	inside	larger	halos	may	boost	the	
annihilation	signal	importantly.	

	
	à	”SUBSTRUCTURE	BOOSTS”	

	
	

The	role	of	DM	halo	substructure		
in	(indirect)	DM	searches	



Dwarf	spheroidal	satellite	galaxies	

o  The	most	DM	dominated	systems	
known	in	the	Universe.	

o  Around	30	confirmed	dwarfs	in	
the	Milky	Way.	More	on	the	way!	

o  Close	to	us.	Several	within	50	kpc.	

o  Free	from	bright	astrophysical	
gamma-ray	sources.	

12	

(Fornax		
dwarf	galaxy)	

EXCELLENT	TARGETS	FOR	GAMMA-RAY	DM	SEARCHES	
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Sawala+20148 17 304
Vmax (km/s)

Galaxies get dark 
at Vmax~20-30 km/s 
because of 
reionization.


(Every halo is dark 
below 8 km/s.)

Similar results: Gnedin 2000; Hoeft et al. 2006; Okamoto et al. 2008; Ocvirk et al. 2016 [CoDa simulations]

sim particle mass:

mbaryon ~ 10,000 Msun

[Sawala+15]	

Every	halo	is	dark		
below	~8	km/s	~	108	Msun	
	
	
Subhalos	can	lose	>90%	of	its	
mass	due	to	tidal	forces	
				à	dark	subhalos	<	107	Msun	

Similar	results	by	Gnedin’00;	Hoeft+06;	
Okamoto+08;	Ocvirk+16;	Fitts+17;	etc		

The	most	massive	subhalos	will	host	visible	satellite	galaxies	

Light	subhalos	expected	to	remain	completely	dark.	

DM	subhalos	(a.k.a.	‘dark	satellites’)	



DM	subhalo	searches	
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Figure 1: The detection of a dark-matter dominated satellite in the gravitational lens system
B1938+666 at redshift 0.881. The data shown here are at 2.2 micron and were taken with the
W. M. Keck telescope in June 2010. Additional data sets at 1.6 micron, from the Keck tele-
scope and the Hubble Space Telescope, are presented in the Supplementary Information. Top-left
panel: the original data set with the lensing galaxy subtracted. Top-middle panel: the final re-
construction. Top-right panel: the image residuals. Bottom-left panel: the source reconstruction.
Bottom-middle panel: the potential correction from a smooth potential required by the model to
fit the data. Bottom-right panel: the resulting dimensionless projected density corrections. The
total lensing potential is defined as the sum of an analytic potential for the host galaxy plus the
local pixelized potential corrections defined on a Cartesian grid. The potential corrections are a
general correction to the analytical smooth potential and correct for the presence of substructure,
for large-scale moments in the density profile of the galaxy and shear. When the Laplace opera-
tor is applied to the potential corrections and translated into surface density corrections, the terms
related to the shear and mass sheets become zero and a constant, respectively. A strong positive
density correction is found on the top part of the lensed arc. Note that these images are set on
a arbitrary regular grid that has the origin shifted relative to the centre of the smooth lens model
by ∆x = 0.024 arcsec and ∆y = 0.089 arcsec. When this shift is taken into account the position
of the density correction is consistent with the position of the substructure found in the analytic
re-construction (see Supplementary Information).

3

I.	(Strong)	LENSING		

Vegetti+12	

V.	Belokurov,	D
.	Erkal,	S.E.	Koposov	

106	Msun	 5	107	Msun	II.	STELLAR	GAPS	

[Carlberg	12,15;	
Erkal+15,	16,	17]	

[Vegetti+10,12,18;	
Hezaveh+16;	
Nierenberg+14,17;	
Birrer+17]	
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•  If	DM	is	made	of	WIMPs	and	annihilates	à	gamma	rays	
•  Maybe	the	only	way	to	probe	subhalo	masses	below	~107	solar	masses	
•  The	only	subhalo	search	that	provides	info	on	the	nature	of	the	DM	particle.	

	
	
	

																					

Should	we	expect	any	
dark	satellite	e.g.	here?	

A
dapted	from

	A
lbert+15	

models (de Palma et al. 2013). We found that using the
alternative diffuse models varied the calculated limits and TS
values by 20%1 .

4. ESTIMATING J-FACTORS FOR THE
DES dSph CANDIDATES

The DM content of the DES dSph candidates cannot be
determined without spectroscopic observations of their member
stars. However, it is possible to predict the upper limits on the
DM annihilation cross section that would be obtained given
such observations by making the assumption that these
candidates possess DM distributions similar to the known
dSphs. Our estimates for the astrophysical J-factors of these
candidates are motivated by two established relationships.
First, the known dSphs have a common mass scale in their
interiors, roughly 107 M: within their central 300 pc (Strigari
et al. 2008a). This radius is representative of the half light
radius for classical dSphs, but is outside the visible stellar
distribution of several ultra-faint satellites. More generally, the
half-light radius of a dSph and the mass within the half-light
radius have been found to obey a simple scaling relation,
assuming that the velocity dispersions are nearly constant in
radius and the anisotropy of the stars is not strongly radially
dependent (Walker et al. 2009; Wolf et al. 2010).

In the analysis that follows, we used the ten ultra-faint SDSS
satellites with spectroscopically determined J-factors as a
representative set of known dSphs. Specifically, we take the
J-factors calculated assuming an NFW profile integrated over a
radius of 0. 5 for Boötes I, Canes Venatici I, Canes Venatici II,
Coma Berenices, Hercules, Leo IV, Segue 1, Ursa Major I,
Ursa Major II, and Willman 1 (see Table 1 in Ackermann
et al. 2014). Figure 3 shows the relation between the
heliocentric distances and J-factors of ultra-faint and classical
dSphs. As expected from their similar interior DM masses, the
J-factors of the known dSphs scale approximately as the
inverse square of the distance. The best-fit normalization is

Jlog 18.3 0.110( ) = at d 100 kpc= . We obtain a similar
best-fit value, Jlog 18.1 0.110( ) = at d 100 kpc= , using the
J-factors derived by Geringer-Sameth et al. (2015a), who
assumed a generalized NFW profile and omitted Willman
1.75 We note that the limited scatter in Figure 3 is primarily due
to the known dSphs residing in similar DM halos (Ackermann
et al. 2014). Under the assumption that the new DES
dSph candidates belong to the same population, we estimated
their J-factors based on the distances derived from the DES
photometry. Table 1 gives the estimated J-factors integrated
over a solid-angle of 2.4 10 sr4DW ~ ´ - using our simple,
empirical relation.
Several caveats should be noted. None of the DES

candidates have been confirmed to be gravitationally bound.
It is possible that some have stellar populations characteristic of
galaxies but lack substantial DM content, as is the case for
Segue 2 (Kirby et al. 2013), or have complicated kinematics
that are difficult to interpret (Willman et al. 2011). Further,
some of the M31 dSphs have been found to deviate from these
relations, though it is possible that these deviations are due to
tidal disruption (Collins et al. 2014). Kinematic measurements
of the member stars are needed to unambiguously resolve these
questions.
Using the J-factor estimates presented in Table 1, we

followed the likelihood procedure detailed in Ackermann et al.
(2015a) to obtain limits on DM annihilation from these eight
candidates shown in Figure 4.
We assumed a symmetric logarithmic uncertainty on the

J-factor of 0.4 dex for each DES candidate. This value is
representative of the uncertainties from ultra-faint dSphs
(Ackermann et al. 2011; Geringer-Sameth et al. 2015a) and
is somewhat larger than the uncertainties derived in Martinez
(2015). The 0.4 dex uncertainty is intended to represent the
expected measurement uncertainty on the J-factors of the DES
candidates after kinematic follow up. The corresponding
uncertainty band is illustrated in Figure 3. We apply the same
methodology as Ackermann et al. (2015a) to account for the
J-factor uncertainty on each DES candidate by modeling it as a
log normal distribution with J iobs, equal to the values in Table 1,
and 0.4is = dex (see Equation (3) of Ackermann et al. 2015a).
We derived individual and combined limits on the DM

annihilation cross section for DM annihilation via the bb̄and
τ+τ−channels, under the assumption that each DES candidate is
a dSph and has the J-factor listed in Table 1. We note that when
using a J-factor uncertainty of 0.6 dex instead of 0.4 dex , the
individual dwarf candidate limits worsen by a factor of ∼1.6,
while the combined limits worsen by 15%–20%. We stress that
the distance-estimated limits may differ substantially as spectro-
scopic data become available to more robustly constrain the DM
content of the DES candidates. However, once measured J-
factors are obtained, the observed limits from each candidate will
scale linearly with the measured J-factor relative to our
estimates. Given the current uncertainty regarding the nature
of the dSph candidates, we do not combine limits with those
from previously known dSphs (i.e., Ackermann et al. 2015a).

5. DISCUSSION AND CONCLUSIONS

The discovery of eight dSph candidates in the first year of
DES observations sets an optimistic tone for future
dSph detections from DES and other optical surveys.
DES J0335.6−5403, at a distance of ∼32 kpc, is a particularly
interesting candidate in this context, and should be considered a

Figure 3. J-factor distance scaling. Black points are from Table 1 in
Ackermann et al. (2014). The red curve is our best fit with an assumed inverse
square distance relation (see the text). The red band shows the 0.4 dex
uncertainty that we adopt.

75 When using the values derived by Geringer-Sameth et al. (2015a) and
including Segue 2, we find a best-fit normalization of Jlog 18.0 0.110( ) = at
d 100 kpc= .

6

The Astrophysical Journal Letters, 809:L4 (8pp), 2015 August 10 Drlica-Wagner et al.

DM	SUBHALO	SEARCHES:		
III.	GAMMA	RAYS		



16	

Should	we	expect	any	
dark	satellite	e.g.	here?	

A
dapted	from

	A
lbert+15	

models (de Palma et al. 2013). We found that using the
alternative diffuse models varied the calculated limits and TS
values by 20%1 .

4. ESTIMATING J-FACTORS FOR THE
DES dSph CANDIDATES

The DM content of the DES dSph candidates cannot be
determined without spectroscopic observations of their member
stars. However, it is possible to predict the upper limits on the
DM annihilation cross section that would be obtained given
such observations by making the assumption that these
candidates possess DM distributions similar to the known
dSphs. Our estimates for the astrophysical J-factors of these
candidates are motivated by two established relationships.
First, the known dSphs have a common mass scale in their
interiors, roughly 107 M: within their central 300 pc (Strigari
et al. 2008a). This radius is representative of the half light
radius for classical dSphs, but is outside the visible stellar
distribution of several ultra-faint satellites. More generally, the
half-light radius of a dSph and the mass within the half-light
radius have been found to obey a simple scaling relation,
assuming that the velocity dispersions are nearly constant in
radius and the anisotropy of the stars is not strongly radially
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(2015). The 0.4 dex uncertainty is intended to represent the
expected measurement uncertainty on the J-factors of the DES
candidates after kinematic follow up. The corresponding
uncertainty band is illustrated in Figure 3. We apply the same
methodology as Ackermann et al. (2015a) to account for the
J-factor uncertainty on each DES candidate by modeling it as a
log normal distribution with J iobs, equal to the values in Table 1,
and 0.4is = dex (see Equation (3) of Ackermann et al. 2015a).
We derived individual and combined limits on the DM

annihilation cross section for DM annihilation via the bb̄and
τ+τ−channels, under the assumption that each DES candidate is
a dSph and has the J-factor listed in Table 1. We note that when
using a J-factor uncertainty of 0.6 dex instead of 0.4 dex , the
individual dwarf candidate limits worsen by a factor of ∼1.6,
while the combined limits worsen by 15%–20%. We stress that
the distance-estimated limits may differ substantially as spectro-
scopic data become available to more robustly constrain the DM
content of the DES candidates. However, once measured J-
factors are obtained, the observed limits from each candidate will
scale linearly with the measured J-factor relative to our
estimates. Given the current uncertainty regarding the nature
of the dSph candidates, we do not combine limits with those
from previously known dSphs (i.e., Ackermann et al. 2015a).

5. DISCUSSION AND CONCLUSIONS

The discovery of eight dSph candidates in the first year of
DES observations sets an optimistic tone for future
dSph detections from DES and other optical surveys.
DES J0335.6−5403, at a distance of ∼32 kpc, is a particularly
interesting candidate in this context, and should be considered a

Figure 3. J-factor distance scaling. Black points are from Table 1 in
Ackermann et al. (2014). The red curve is our best fit with an assumed inverse
square distance relation (see the text). The red band shows the 0.4 dex
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Could	some	of	them	be	better	candidates	than	dwarfs?	
How	many	of	them	are	potentially	detectable?	

Have	we	detected		them	already?	

•  If	DM	is	made	of	WIMPs	and	annihilates	à	gamma	rays	
•  Maybe	the	only	way	to	probe	subhalo	masses	below	~107	solar	masses	
•  The	only	subhalo	search	that	provides	info	on	the	nature	of	the	DM	particle.	

	
	
	

																					



Objective:	to	build	a	list	of	potential	DM	subhalo	candidates	by	identifying	
those	unIDs	compatible	with	DM	subhalo	annihilation.	
	
Method:	
Apply	a	series	of	‘filters’	based	on	expected	DM	signal	properties.	
	

1.  Associations	

2.  Variability	

3.  Latitude	

4.  Multiwavelength	emission	

5.  Spectrum	

6.  Extension	
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Dark	satellites’	search	in	Fermi-LAT	catalogs	

Around	1/3	of	sources	in	LAT	catalogs	are	unidentified	(~1000	unIDs	in	the	3FGL)		
	

Exciting	possibility:	some	of	them	may	be	subhalos	annihilating	to	gammas!	
	

	

Most	common	
filters	used:	



Objective:	to	build	a	list	of	potential	DM	subhalo	candidates	by	identifying	
those	unIDs	compatible	with	DM	subhalo	annihilation.	
	
Method:	
Apply	a	series	of	‘filters’	based	on	expected	DM	signal	properties.	
	
Results:	

1.  A	few	VIP	candidates	à	dedicated	LAT	analyses,	IACT	follow-ups…		
2.  A	few	more	subhalo	candidates	(yet	uncertain)	à	set	DM	constraints	
3.  No	unIDs	compatible	with	DM?	à	best	achievable	constraints		
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Dark	satellites’	search	in	Fermi-LAT	catalogs	

Around	1/3	of	sources	in	LAT	catalogs	are	unidentified	(~1000	unIDs	in	the	3FGL)		
	

Exciting	possibility:	some	of	them	may	be	subhalos	annihilating	to	gammas!	
	

	



DM	constraints	from	LAT	unIDs?	
DM ANNIHILATION IN THE WIMP MODEL

𝜒𝜒 → ൞

𝜏+𝜏−
𝑏ത𝑏

𝑊+𝑊−

?1 ?2

→ ⋯ → 𝛾𝛾 𝐹 𝐸 > 𝐸𝑡ℎ = 𝐽𝑓𝑎𝑐𝑡𝑜𝑟 ∗ 𝑓𝑝𝑝(𝐸 > 𝐸𝑡ℎ)

Astrophysics (Density
profile, distance…)

Particle Physics (channel, 
annihilation spectra…)

𝜎𝑣 ∝
𝑚𝜒
2 · 𝐹𝑚𝑖𝑛

𝐽𝑓𝑎𝑐𝑡𝑜𝑟 · 𝐸𝑡ℎ
𝐸 𝑑𝑁

𝑑𝐸 𝑑𝐸
=

𝑚𝜒
2 · 𝐹𝑚𝑖𝑛

𝐽𝑓𝑎𝑐𝑡𝑜𝑟 · 𝑁𝛾

We want to probe the lowest possible 𝝈𝒗 values to rule out WIMP candidates

Instrument

Theory

Simulations

DM ANNIHILATION IN THE WIMP MODEL

𝜒𝜒 → ൞

𝜏+𝜏−
𝑏ത𝑏

𝑊+𝑊−

?1 ?2

→ ⋯ → 𝛾𝛾 𝐹 𝐸 > 𝐸𝑡ℎ = 𝐽𝑓𝑎𝑐𝑡𝑜𝑟 ∗ 𝑓𝑝𝑝(𝐸 > 𝐸𝑡ℎ)

Astrophysics (Density
profile, distance…)

Particle Physics (channel, 
annihilation spectra…)

N-body	simulations	à	dark	satellites’	J-factors	and	spatial	properties.	
	

LAT	sensitivity	to	DM	annihilation	à	number	of	detectable	subhalos.	
	

Number	of	predicted	detectable	subhalos	VS.	number	of	remaining	unIDs	in	catalogs.	

	
						DM	CONSTRAINTS	

.	

The	less	DM	candidates	left	in	catalogs	the	better	the	DM	constraints.	
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Fig. 6.— Upper limits on the dark matter annihilation cross sec-
tion for the bb̄ channel assuming 14 subhalo candidates at |b| � 20�

(black solid line). The dashed red line is an upper limit derived
from the Via Lactea II simulation when zero 3FGL subhalos are
adopted (Schoonenberg et al. 2016). The blue line corresponds to
the constraint for zero 3FGL subhalo candidates using the Aquarius
simulation instead (Bertoni, Hooper, & Linden 2015). The hori-
zontal dotted line marks the canonical thermal relic cross section
(Steigman, Dasgupta, & Beacom 2012).

2013; Calore, Cholis &Weniger 2015; Daylan et al. 2014).

8. CONCLUSIONS AND OUTLOOK

We find that the set of variables provided in the
Fermi LAT catalogs have the ability to e↵ectively predict
gamma-ray source classes in the 3FGL dataset. After
careful examination of various Galactic demographics,
we find that the 34 additional high-latitude Galactic can-
didates predicted using machine-learning classifiers can
be accommodated by existing pulsar population synthe-
sis models without the need to introduce undiscovered
globular clusters, dark matter subhalos, or gamma-ray
emitting ultra-faint dwarf galaxies. On the other hand,
if these objects were produced by annihilating dark mat-
ter, the upper limits on the annihilation cross section
are starting to approach values at or below the canonical
thermal cross section for energies . 100 GeV.
The discovery of radio and gamma-ray pulsations will

be crucial to address the spectral degeneracy between
dark matter annihilation and pulsar emission. However,

blind searches will face greater obstacles in noisy MSPs
and fainter gamma-ray sources as Fermi continues oper-
ations. Table 4 shows projected discoveries of MSPs for
10 years of Fermi LAT data taking. The most promis-
ing follow-up strategy to break these degeneracies will
rest on our ability to detect pulsations going from the
brightest to the faintest Galactic candidates. Some of
these searches for the most elusive gamma-ray pulsars
are being conducted by the distributed volunteer com-
puting sources, Einstein@Home (Pletsch et al. 2013).
New discoveries will require even larger computing re-
sources and new search strategies.
Optical, ultraviolet and X-ray searches for binary ob-

jects with temporal variability could also enhance the
chances for finding millisecond pulsars (Romani & Shaw
2011; Bogdanov & Halpern 2015). Incidentally, the ad-
dition of new MSPs will also bring us closer to the detec-
tion of nanohertz gravitational waves based on pulsar-
timing arrays (Taylor et al. 2016). Should additional
high-latitude Galactic candidates be confirmed as pul-
sars, new swaths of annihilation cross sections will be dis-
favored by direct comparison with statistics from cosmo-
logical numerical simulations of Milky Way-like galaxies.
Therefore, subhalo searches represent a powerful com-
plementary method to existing probes of dark matter
annihilation.
Clearly, there ought to be dedicated multiwavelength

campaigns to map the error ellipses of high-latitude
Galactic candidates for which no radio/gamma-ray pul-
sations are found. Finally, the improvements in position
and photon flux a↵orded by Pass 8 analysis (Atwood et
al. 2013) should further enhance machine-learning pre-
dictions in the future Fermi LAT Fourth Source Catalog
(4FGL).
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Figure 3: Spectral energy distribution (SED) of (a) 2FGL J0143.6�5844, (b)
2FGL J0305.0�1602, (c) 2FGL J0338.2+1306, and (d) 2FGL J1410.4+7411, assuming
the multi-wavelength associations discussed in the text. Included multi-wavelength data,
from low to high frequency: radio (NVSS, 1.4GHz; black triangle), infrared (WISE,
W4,W3,W2,W1; red diamonds), optical (USNO-B1.0, R,B; green triangles), ultra-violett
(GALEX, NUV, FUV; violett boxes; see http://galex.stsci.edu/GR6/; Swift-UVOT, U ,
UVW1, UVM2, UVW2; darkgolden points), X-ray (Swift, 0.2�2 keV; blue line), �-ray
(Fermi -LAT, 0.1�100GeV; red line and circles). The optical and UV data have been dered-
dened using E(B�V ) from [67] and assuming RV = 3.1 (see [68] for details). Arrows indicate
upper limits (95% c.l.). Statistical uncertainties of the X-ray and �-ray spectra are indicated
by the corresponding shaded areas [69]. The orange line shows the sensitivity of the planned
CTA observatory for 50 hours of observation [70]. For comparison, the solid black line shows
the average SED of a high-frequency peaked blazar (HBL), adapted for the estimated red-
shifts z. The HBL SED is normalized to the radio flux, and the energy flux ⌫f⌫ is plotted
in the frame of a potential observer. The HBL SED has been corrected for EBL absorption,
see text for details, while the dotted black line shows the SED for a vanishing EBL.

assumed a vanishing K-correction, i.e., a power-law spectrum with index ↵ = �� 1 = 1. We
emphasize that this method only provides a rough estimate under the given assumptions,
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Figure 5: Left : Exclusion curves on σv versus the DM particle mass m for HESS. The limit is calculated at the 90% C. L. for
the DM clumps provided by the VL-II simulation. The DM particle is assumed to annihilate into purely bb̄ and τ+τ− pairs,
respectively. The region of natural values of the velocity-weighted annihilation cross section of thermally produced WIMPs is
also plotted. Right : Exclusion curves on σv versus the DM particle mass m for HESS including the Sommerfeld enhancement
effect.

cific Vmax. The constraints obtained are displayed in the
right panel of Fig. 5. Some predictions from supersymme-
tric models with annihilation into W bosons, extracted
from [32] [in the anomaly-mediated supersymmetry brea-
king scenario (AMSB)], are also shown. These predictions
do not include the S factor, so constraints on the unboos-
ted cross section σv/S are shown. Outside resonances,
the limit is less than 2 orders of magnitude above the an-
nihilation cross section expected for thermally produced
WIMPS, but –thanks to the resonant Sommerfeld effect–
a small region around 4.5 TeV is excluded.

V. PROSPECTS FOR CTA OBSERVATIONS
PROGRAMS

A. HESS-like Galactic plane survey

The projected map for the CTA is used as in the pre-
vious analysis of the HESS Galactic survey to make a
prediction for the sensitivity of the future array. As a
first step, the same field of view as HESS is used. We
consider that a scan of the Galactic plane will for sure be
performed by the CTA, so that this region of the sky
is somehow the minimal guaranteed field of view. An
exposure of 10 h in each pixels corresponds to a total
observation time for building up the survey of 400 h.
Concerning the extension of the sources, a slightly more
optimistic method is used. Instead of rescaling the flux to
the signal enclosed in the angular resolution, the whole
signal is considered. Nevertheless, any clump that would
be too much extended to allow for a proper background
subtraction is excluded from the sample. Subhaloes with
θ90 > 1.5◦ are thus not considered. The results for the

projection to the CTA are presented in Fig. 6. The ex-
clusion limits are lower by a factor of ∼10 than those
obtained with HESS. In the conventional case (bb̄ and
τ+τ−, without Sommerfeld enhancement), they are rea-
ching σv values of a few 10−25cm3s−1. In the case of
Sommerfeld enhanced annihilations, some regions of the
parameter space for the model could be excluded, since
a large array of telescopes would have enough sensitivity
to detect WIMPs in the mass range from ∼3 to 6 TeV
and close to the second resonance.

We conclude from Fig. 6 that using this field of view,
the CTA will not be able to reach signals from the most
natural WIMPs. One order of magnitude is gained with
respect to HESS, but a factor of 2–10 is still necessary
to reach the natural DM annihilation cross sections. An
homogeneous increase of the exposure time will only im-
prove the exclusion limits as the square root of exposure
time in the background-limited regime, so one has to en-
large the field of view instead of using longer exposure. In
addition, the flux sensitivity along the Galactic plane will
be limited by the population of newly detected sources at
a flux level of 10−12 cm−2s−1. The Galactic plane might
also not be the best place to look for subhaloes since
they could have been tidally affected by the disk. For
those reasons, an observing strategy focusing on fields
with absolute Galactic latitude of at least 0.5◦ should be
preferred for DM subhalo searches, as it clearly appears
in the lower panel of Fig. 1. This is precisely the point
developed in the next subsection.
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Figure 4. The gamma-ray spectrum of 3FGL J2212.5+0703. The dashed curve denotes the spectral
shape predicted from a 30 GeV dark matter particle that annihilates to bb̄. Dark matter masses in
the range of 18.4-32.7 GeV provide a good fit to the measured spectrum.

a few or less, and we consider our estimate to represent a reasonable prediction (the au-
thors of Ref. [42], for example, arrive at a number of observable subhalos that is a factor
of a few lower than our estimate). For an annihilation cross section near the upper limit
derived from the observations of dwarf spheroidal galaxies [19, 20], we expect Fermi to de-
tect roughly one subhalo with Fthreshold > 10�9 cm�2 s�1, and perhaps as many as ⇠10 with
Fthreshold > 10�10 cm�2 s�1. If 3FGL J2212.5+0703 is in fact a dark matter subhalo (and
none of the other 11 subhalos candidates are), it would suggest an annihilation cross section
of �v ⇠ (0.12� 2.5)⇥ 10�26 cm3/s (90% CL, statistical uncertainties only). Of course, other
candidate sources could also be dark matter subhalos. In particular, several of the subhalo
candidates listed in Table 2 exhibit spectral shapes that are compatible with that observed
from 3FGL J2212.5+0703 (and from the Galactic Center excess). If any of these sources
are in fact subhalos, it would increase our estimate for the dark matter’s annihilation cross
section.

The gamma-ray flux and angular extent of 3FGL J2212.5+0703 can be used to constrain
the mass and distance of the corresponding dark matter subhalo. In the left frame of Fig. 5,
we plot the mass of a subhalo (prior to tidal stripping) that produces the gamma-ray flux
of 3FGL J2212.5+0703, as a function of distance. Here, we have assumed a dark matter
mass of 34 GeV and an annihilation cross section of �v = 2 ⇥ 10�26 cm3/s to bb̄.6 From
the flux alone, one cannot disentangle the mass of a subhalo from its proximity. From the
information contained in this plot, 3FGL J2212.5+0703 could equally well be a very large
subhalo (perhaps even an ultra-faint dwarf galaxy) located at a distance of ⇠10 kpc, or a
solar mass clump of dark matter located within a parsec or so of the Solar System.7

6The left frame of Fig. 5 can be adjusted to reflect any value of the cross section by shifting the distance
scale by a factor of [�v/(2⇥ 10�26cm3s�1)]1/2.

73FGL J2212.5+0703 is located within the region of the sky covered by the Sloan Digital Sky Survey
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PRELIMINARY

PRELIMINARY

•  Search	in	the	most	recent	LAT	catalogs	(3FGL,	2FHL,	3FHL)	
•  Careful	unIDs	‘filtering’		work.	
•  Precise	characterization	of	LAT	sensitivity	to	DM	annihilation.	
•  Best	knowledge	of	subhalos’	structural	properties	(MASC&Prada14,	Moliné+17)		
•  Repopulation	of	VL-II	N-body	simulation	below	its	resolution	limit.	

New	LAT	work	ongoing	
[J.	Coronado-Blázquez,	MASC	et	al.,	in	prep.]	
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CLOSE	TO	SUBMISSION!	
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Some	OPEN	ISSUES	

•  Subhalo mass function. 

•  Subhalo structural properties. 

•  Subhalo survival (to tidal stripping; baryons; 

dynamical friction). 

•  Role of baryons on: 

–  Subhalo abundance. 

–  Subhalo structure. 

•  Dependence of all the above on distance to host halo 

center and mass.  



23	

Both	dwarfs	and	dark	satellites	are	highly	DM-dominated	systems	
	

	à	GOOD	TARGETS	
	
	
The	clumpy	distribution	of	subhalos	inside	larger	halos	may	boost	the	
annihilation	signal	importantly.	

	
	à	”SUBSTRUCTURE	BOOSTS”	

	
	

The	role	of	DM	halo	substructure		
in	(indirect)	DM	searches	
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as done in P12 and shown in the right panel of Fig. 1. In

such c – ⌅(M)
�1

plane, the P12 model adopts a character-

istic U-shape, with its minimum value corresponding to the

natal concentration of DM halos. We propose that halo evo-

lution tracks follow this U-shape from right to left, in such

a way that halos found to the right of the minimum (⌅ < 1)

are not formed yet, while halos located to the left already

have collapsed. This is supported by the fact that at the

high-mass end (⌅ < 1) the median halo kinematic profiles

show large signatures of infall and highly radial orbits (see

P12). As the P12 model was derived and tested between

�0.5 . log[⌅(M)]
�1 . 0.5 (i.e., the range around the U-

shape minimum) by using Bolshoi and Multidark data at

di⇥erent redshifts, the model can be safely used to predict

concentration values of any simulation data whose ⌅(M) val-

ues lie within that particular tested interval of the U-shape.

As shown in the right panel of Fig. 1, this is exactly the case

for all the simulation data set displayed in the left panel of

the same figure. Thus, no extrapolation of the P12 model

is done, which also explains its remarkable agreement with

simulations.

Finally, we provide a simple parametrization of the

concentration-mass relation provided by the P12 model at

z = 0, that will turn out to be very useful for the next sec-

tion, where we will compute the expected substructure halo

boosts to the dark matter annihilation signal:

c200(M200, z = 0) =

5X

i=0

ci ⇥

ln

✓
M200

h�1M�

◆�i

, (1)

where ci = [37.5153,�1.5093, 1.636 · 10�2, 3.66 · 10�4,
�2.89237 · 10�5, 5.32 · 10�7

]. This parametrization, inspired

on the functional form proposed by Lavalle et al. (2008),

provides an accuracy better than 1% in the halo mass range

between 10
�6 < h�1M� < 10

15
. It also captures the char-

acteristic c(M) upturn at higher masses found in Prada et

al. (2012). We note that, interestingly, the best fit to VL-II

(subhalo) concentrations found by Pieri et al. (2011) agrees

very well with Eq.(1) in the mass range well resolved in that

simulation, i.e. 10
5 . h�1M� . 10

9
, desviations becoming

only relevant at lower and, very specially, higher masses.

4 HALO SUBSTRUCTURE BOOSTS TO THE
DARK MATTER ANNIHILATION SIGNAL

An important open question today is the role of DM sub-

structure in ⇥-ray DM searches. Indeed, DM substructure

might represent the key component in future DM search

strategies for several reasons. In particular, as the DM an-

nihilation ⇥-ray signal is proportional to the DM density

squared, the clumpy distribution of subhalos inside larger

halos expected in �CDM may boost the DM annihilation

flux considerably. This flux enhancement is more important

for the most massive halos as they enclose more hierarchical

levels of structure formation. The e⇥ect of substructures on

the DM annihilation flux (frequently known as substructure
boost) has already been studied both analytically, e.g., Pieri

et al. (2008); Lavalle et al. (2008); Mart́ınez et al. (2009), and

making use of N-body simulations, e.g., Kuhlen et al. (2008);

Springel et al. (2008). It is a challenge to calculate ana-

lytically the survival probabilities of substructures within

their host halos, while state-of-the-art N-body simulations

are computational prohibited to simulate the sub-halo hi-

erarchy below a mass ⇠10
5h�1M�, still very far from the

predicted halo cut-o⇥ mass, of the order of 10
�6h�1M� or

even smaller, e.g., (Green, Hofmann, & Schwarz 2004; Pro-

fumo et al. 2006).

Most popular substructure boost models (e.g., Pinzke

et al. (2011); Gao et al. (2011)) implicitly rely on power-

law extrapolations of the c(M) relation below the resolution

limit of N-body simulations all the way down to the min-

imum halo mass. Thus, these power-law extrapolations as-

sign very high concentrations to the smallest halos. As the

annihilation luminosity of a given halo scales as L / c3,
the substructure boosts obtained in this way are usually

very large. Furthermore, the results are very sensitive to the

power-law index used in such extrapolations. However, as

already shown, these power-law extrapolations are not ex-

pected in the �CDM cosmology. Indeed, as small halos over

a broad range of masses collapse at nearly the same time in

the early Universe (given the shape of P (k)), and natal con-

centrations are set by the halo formation epoch, low-mass

halos possess rather similar natal concentrations, and thus

will also possess similar concentrations at the present time.

This fact translates in a flattening of c(M) at low masses,

which is evident in the left panel of Fig. 1. We remark that,

ultimately, natal halo concentrations are the key for this to

happen. In the following, we will calculate the substructure

boosts implied by the P12 model. We note that by doing

so we assume the P12 model to be also a good representa-

tion of subhalo concentrations. This is partially supported

by the fact that most subhalos at present time have been

accreted by their hosts at late times, up to 70% after z=0.5

according to some estimates, the latter being almost inde-

pendent of subhalo or parent halo mass (Gao et al. 2004).

Therefore, concentrations of field halos should be a fair es-

timate of those typical of subhalos of the same mass. Nev-

ertheless, subhalos are known to have slightly higher con-

centrations, the closer they lie from their host halo centers

the larger their concentrations, e.g., Diemand et al. (2008b).

Thus, overall, the P12 substructure boosts will represent a

lower limit to their actual values.

To compute the boosted annihilation luminosity of a

halo of mass M due to substructures, it is necessary to inte-

grate subhalo annihilation luminosities all the way down to

the minimum subhalo mass, Mmin. Since subhalos also host

sub-substructure, ideally, all levels of substructure should be

included. We define the boost B(M) as follows (Strigari et

al. 2007; Kuhlen et al. 2008):

B(M) =

1

L(M)

Z M

Mmin

(dN/dm) [1 +B(m)] L(m) dm (2)

where L(M) = 4⇤Mc3/f(c)2 is the halo annihilation

luminosity with no substructures, c being the concentra-

tion and f(c) = log(1 + c) � 1/(1 + c), and dN/dm =

A/M (m/M)
��

is the subhalo mass function. Values for

� ranging between � = 1.9� 2 are possible (Diemand et al.

2007; Madau et al. 2008; Springel et al. 2008). The normal-

ization factor A is chosen to match the amount of substruc-

ture resolved in current simulations, and is equal to 0.XXX

and 0.XXX for � = 1.9 and 2, respectively. Note that fol-

lowing the definition of the boost in Eq. (2), an scenario

with no boost would be given by B = 0, while a value of

c� 2002 RAS, MNRAS 000, 1–??

Substructure	BOOST	FACTOR:	 L	=	Lhost	*	[1+B],	so		B=0	à	no	boost	
	 	 												B=1	à	Lhost	x	2		due	to	subhalos	
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as done in P12 and shown in the right panel of Fig. 1. In

such c – ⌅(M)
�1

plane, the P12 model adopts a character-

istic U-shape, with its minimum value corresponding to the

natal concentration of DM halos. We propose that halo evo-

lution tracks follow this U-shape from right to left, in such

a way that halos found to the right of the minimum (⌅ < 1)

are not formed yet, while halos located to the left already

have collapsed. This is supported by the fact that at the

high-mass end (⌅ < 1) the median halo kinematic profiles

show large signatures of infall and highly radial orbits (see

P12). As the P12 model was derived and tested between

�0.5 . log[⌅(M)]
�1 . 0.5 (i.e., the range around the U-

shape minimum) by using Bolshoi and Multidark data at

di⇥erent redshifts, the model can be safely used to predict

concentration values of any simulation data whose ⌅(M) val-

ues lie within that particular tested interval of the U-shape.

As shown in the right panel of Fig. 1, this is exactly the case

for all the simulation data set displayed in the left panel of

the same figure. Thus, no extrapolation of the P12 model

is done, which also explains its remarkable agreement with

simulations.

Finally, we provide a simple parametrization of the

concentration-mass relation provided by the P12 model at

z = 0, that will turn out to be very useful for the next sec-

tion, where we will compute the expected substructure halo

boosts to the dark matter annihilation signal:

c200(M200, z = 0) =

5X

i=0

ci ⇥

ln

✓
M200

h�1M�

◆�i

, (1)

where ci = [37.5153,�1.5093, 1.636 · 10�2, 3.66 · 10�4,
�2.89237 · 10�5, 5.32 · 10�7

]. This parametrization, inspired

on the functional form proposed by Lavalle et al. (2008),

provides an accuracy better than 1% in the halo mass range

between 10
�6 < h�1M� < 10

15
. It also captures the char-

acteristic c(M) upturn at higher masses found in Prada et

al. (2012). We note that, interestingly, the best fit to VL-II

(subhalo) concentrations found by Pieri et al. (2011) agrees

very well with Eq.(1) in the mass range well resolved in that

simulation, i.e. 10
5 . h�1M� . 10

9
, desviations becoming

only relevant at lower and, very specially, higher masses.

4 HALO SUBSTRUCTURE BOOSTS TO THE
DARK MATTER ANNIHILATION SIGNAL

An important open question today is the role of DM sub-

structure in ⇥-ray DM searches. Indeed, DM substructure

might represent the key component in future DM search

strategies for several reasons. In particular, as the DM an-

nihilation ⇥-ray signal is proportional to the DM density

squared, the clumpy distribution of subhalos inside larger

halos expected in �CDM may boost the DM annihilation

flux considerably. This flux enhancement is more important

for the most massive halos as they enclose more hierarchical

levels of structure formation. The e⇥ect of substructures on

the DM annihilation flux (frequently known as substructure
boost) has already been studied both analytically, e.g., Pieri

et al. (2008); Lavalle et al. (2008); Mart́ınez et al. (2009), and

making use of N-body simulations, e.g., Kuhlen et al. (2008);

Springel et al. (2008). It is a challenge to calculate ana-

lytically the survival probabilities of substructures within

their host halos, while state-of-the-art N-body simulations

are computational prohibited to simulate the sub-halo hi-

erarchy below a mass ⇠10
5h�1M�, still very far from the

predicted halo cut-o⇥ mass, of the order of 10
�6h�1M� or

even smaller, e.g., (Green, Hofmann, & Schwarz 2004; Pro-

fumo et al. 2006).

Most popular substructure boost models (e.g., Pinzke

et al. (2011); Gao et al. (2011)) implicitly rely on power-

law extrapolations of the c(M) relation below the resolution

limit of N-body simulations all the way down to the min-

imum halo mass. Thus, these power-law extrapolations as-

sign very high concentrations to the smallest halos. As the

annihilation luminosity of a given halo scales as L / c3,
the substructure boosts obtained in this way are usually

very large. Furthermore, the results are very sensitive to the

power-law index used in such extrapolations. However, as

already shown, these power-law extrapolations are not ex-

pected in the �CDM cosmology. Indeed, as small halos over

a broad range of masses collapse at nearly the same time in

the early Universe (given the shape of P (k)), and natal con-

centrations are set by the halo formation epoch, low-mass

halos possess rather similar natal concentrations, and thus

will also possess similar concentrations at the present time.

This fact translates in a flattening of c(M) at low masses,

which is evident in the left panel of Fig. 1. We remark that,

ultimately, natal halo concentrations are the key for this to

happen. In the following, we will calculate the substructure

boosts implied by the P12 model. We note that by doing

so we assume the P12 model to be also a good representa-

tion of subhalo concentrations. This is partially supported

by the fact that most subhalos at present time have been

accreted by their hosts at late times, up to 70% after z=0.5

according to some estimates, the latter being almost inde-

pendent of subhalo or parent halo mass (Gao et al. 2004).

Therefore, concentrations of field halos should be a fair es-

timate of those typical of subhalos of the same mass. Nev-

ertheless, subhalos are known to have slightly higher con-

centrations, the closer they lie from their host halo centers

the larger their concentrations, e.g., Diemand et al. (2008b).

Thus, overall, the P12 substructure boosts will represent a

lower limit to their actual values.

To compute the boosted annihilation luminosity of a

halo of mass M due to substructures, it is necessary to inte-

grate subhalo annihilation luminosities all the way down to

the minimum subhalo mass, Mmin. Since subhalos also host

sub-substructure, ideally, all levels of substructure should be

included. We define the boost B(M) as follows (Strigari et

al. 2007; Kuhlen et al. 2008):

B(M) =

1

L(M)

Z M

Mmin

(dN/dm) [1 +B(m)] L(m) dm (2)

where L(M) = 4⇤Mc3/f(c)2 is the halo annihilation

luminosity with no substructures, c being the concentra-

tion and f(c) = log(1 + c) � 1/(1 + c), and dN/dm =

A/M (m/M)
��

is the subhalo mass function. Values for

� ranging between � = 1.9� 2 are possible (Diemand et al.

2007; Madau et al. 2008; Springel et al. 2008). The normal-

ization factor A is chosen to match the amount of substruc-

ture resolved in current simulations, and is equal to 0.XXX

and 0.XXX for � = 1.9 and 2, respectively. Note that fol-

lowing the definition of the boost in Eq. (2), an scenario

with no boost would be given by B = 0, while a value of
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	 	 												B=1	à	Lhost	x	2		due	to	subhalos	
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as done in P12 and shown in the right panel of Fig. 1. In

such c – ⌅(M)
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plane, the P12 model adopts a character-

istic U-shape, with its minimum value corresponding to the

natal concentration of DM halos. We propose that halo evo-

lution tracks follow this U-shape from right to left, in such

a way that halos found to the right of the minimum (⌅ < 1)

are not formed yet, while halos located to the left already

have collapsed. This is supported by the fact that at the

high-mass end (⌅ < 1) the median halo kinematic profiles

show large signatures of infall and highly radial orbits (see

P12). As the P12 model was derived and tested between

�0.5 . log[⌅(M)]
�1 . 0.5 (i.e., the range around the U-

shape minimum) by using Bolshoi and Multidark data at

di⇥erent redshifts, the model can be safely used to predict

concentration values of any simulation data whose ⌅(M) val-

ues lie within that particular tested interval of the U-shape.

As shown in the right panel of Fig. 1, this is exactly the case

for all the simulation data set displayed in the left panel of

the same figure. Thus, no extrapolation of the P12 model

is done, which also explains its remarkable agreement with

simulations.

Finally, we provide a simple parametrization of the

concentration-mass relation provided by the P12 model at

z = 0, that will turn out to be very useful for the next sec-

tion, where we will compute the expected substructure halo

boosts to the dark matter annihilation signal:
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, (1)
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]. This parametrization, inspired

on the functional form proposed by Lavalle et al. (2008),

provides an accuracy better than 1% in the halo mass range

between 10
�6 < h�1M� < 10

15
. It also captures the char-

acteristic c(M) upturn at higher masses found in Prada et

al. (2012). We note that, interestingly, the best fit to VL-II

(subhalo) concentrations found by Pieri et al. (2011) agrees

very well with Eq.(1) in the mass range well resolved in that

simulation, i.e. 10
5 . h�1M� . 10
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An important open question today is the role of DM sub-

structure in ⇥-ray DM searches. Indeed, DM substructure

might represent the key component in future DM search

strategies for several reasons. In particular, as the DM an-

nihilation ⇥-ray signal is proportional to the DM density

squared, the clumpy distribution of subhalos inside larger

halos expected in �CDM may boost the DM annihilation

flux considerably. This flux enhancement is more important

for the most massive halos as they enclose more hierarchical

levels of structure formation. The e⇥ect of substructures on

the DM annihilation flux (frequently known as substructure
boost) has already been studied both analytically, e.g., Pieri

et al. (2008); Lavalle et al. (2008); Mart́ınez et al. (2009), and

making use of N-body simulations, e.g., Kuhlen et al. (2008);

Springel et al. (2008). It is a challenge to calculate ana-

lytically the survival probabilities of substructures within

their host halos, while state-of-the-art N-body simulations

are computational prohibited to simulate the sub-halo hi-

erarchy below a mass ⇠10
5h�1M�, still very far from the

predicted halo cut-o⇥ mass, of the order of 10
�6h�1M� or

even smaller, e.g., (Green, Hofmann, & Schwarz 2004; Pro-

fumo et al. 2006).

Most popular substructure boost models (e.g., Pinzke

et al. (2011); Gao et al. (2011)) implicitly rely on power-

law extrapolations of the c(M) relation below the resolution

limit of N-body simulations all the way down to the min-

imum halo mass. Thus, these power-law extrapolations as-

sign very high concentrations to the smallest halos. As the

annihilation luminosity of a given halo scales as L / c3,
the substructure boosts obtained in this way are usually

very large. Furthermore, the results are very sensitive to the

power-law index used in such extrapolations. However, as

already shown, these power-law extrapolations are not ex-

pected in the �CDM cosmology. Indeed, as small halos over

a broad range of masses collapse at nearly the same time in

the early Universe (given the shape of P (k)), and natal con-

centrations are set by the halo formation epoch, low-mass

halos possess rather similar natal concentrations, and thus

will also possess similar concentrations at the present time.

This fact translates in a flattening of c(M) at low masses,

which is evident in the left panel of Fig. 1. We remark that,

ultimately, natal halo concentrations are the key for this to

happen. In the following, we will calculate the substructure

boosts implied by the P12 model. We note that by doing

so we assume the P12 model to be also a good representa-

tion of subhalo concentrations. This is partially supported

by the fact that most subhalos at present time have been

accreted by their hosts at late times, up to 70% after z=0.5

according to some estimates, the latter being almost inde-

pendent of subhalo or parent halo mass (Gao et al. 2004).

Therefore, concentrations of field halos should be a fair es-

timate of those typical of subhalos of the same mass. Nev-

ertheless, subhalos are known to have slightly higher con-

centrations, the closer they lie from their host halo centers

the larger their concentrations, e.g., Diemand et al. (2008b).

Thus, overall, the P12 substructure boosts will represent a

lower limit to their actual values.

To compute the boosted annihilation luminosity of a

halo of mass M due to substructures, it is necessary to inte-

grate subhalo annihilation luminosities all the way down to

the minimum subhalo mass, Mmin. Since subhalos also host

sub-substructure, ideally, all levels of substructure should be

included. We define the boost B(M) as follows (Strigari et

al. 2007; Kuhlen et al. 2008):

B(M) =

1

L(M)

Z M

Mmin

(dN/dm) [1 +B(m)] L(m) dm (2)

where L(M) = 4⇤Mc3/f(c)2 is the halo annihilation

luminosity with no substructures, c being the concentra-

tion and f(c) = log(1 + c) � 1/(1 + c), and dN/dm =

A/M (m/M)
��

is the subhalo mass function. Values for

� ranging between � = 1.9� 2 are possible (Diemand et al.

2007; Madau et al. 2008; Springel et al. 2008). The normal-

ization factor A is chosen to match the amount of substruc-

ture resolved in current simulations, and is equal to 0.XXX

and 0.XXX for � = 1.9 and 2, respectively. Note that fol-

lowing the definition of the boost in Eq. (2), an scenario

with no boost would be given by B = 0, while a value of
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as done in P12 and shown in the right panel of Fig. 1. In

such c – ⌅(M)
�1

plane, the P12 model adopts a character-

istic U-shape, with its minimum value corresponding to the

natal concentration of DM halos. We propose that halo evo-

lution tracks follow this U-shape from right to left, in such

a way that halos found to the right of the minimum (⌅ < 1)

are not formed yet, while halos located to the left already

have collapsed. This is supported by the fact that at the

high-mass end (⌅ < 1) the median halo kinematic profiles

show large signatures of infall and highly radial orbits (see

P12). As the P12 model was derived and tested between

�0.5 . log[⌅(M)]
�1 . 0.5 (i.e., the range around the U-

shape minimum) by using Bolshoi and Multidark data at

di⇥erent redshifts, the model can be safely used to predict

concentration values of any simulation data whose ⌅(M) val-

ues lie within that particular tested interval of the U-shape.

As shown in the right panel of Fig. 1, this is exactly the case

for all the simulation data set displayed in the left panel of

the same figure. Thus, no extrapolation of the P12 model

is done, which also explains its remarkable agreement with

simulations.

Finally, we provide a simple parametrization of the

concentration-mass relation provided by the P12 model at

z = 0, that will turn out to be very useful for the next sec-

tion, where we will compute the expected substructure halo

boosts to the dark matter annihilation signal:

c200(M200, z = 0) =

5X

i=0

ci ⇥

ln

✓
M200

h�1M�

◆�i

, (1)

where ci = [37.5153,�1.5093, 1.636 · 10�2, 3.66 · 10�4,
�2.89237 · 10�5, 5.32 · 10�7

]. This parametrization, inspired

on the functional form proposed by Lavalle et al. (2008),

provides an accuracy better than 1% in the halo mass range

between 10
�6 < h�1M� < 10

15
. It also captures the char-

acteristic c(M) upturn at higher masses found in Prada et

al. (2012). We note that, interestingly, the best fit to VL-II

(subhalo) concentrations found by Pieri et al. (2011) agrees

very well with Eq.(1) in the mass range well resolved in that

simulation, i.e. 10
5 . h�1M� . 10

9
, desviations becoming

only relevant at lower and, very specially, higher masses.

4 HALO SUBSTRUCTURE BOOSTS TO THE
DARK MATTER ANNIHILATION SIGNAL

An important open question today is the role of DM sub-

structure in ⇥-ray DM searches. Indeed, DM substructure

might represent the key component in future DM search

strategies for several reasons. In particular, as the DM an-

nihilation ⇥-ray signal is proportional to the DM density

squared, the clumpy distribution of subhalos inside larger

halos expected in �CDM may boost the DM annihilation

flux considerably. This flux enhancement is more important

for the most massive halos as they enclose more hierarchical

levels of structure formation. The e⇥ect of substructures on

the DM annihilation flux (frequently known as substructure
boost) has already been studied both analytically, e.g., Pieri

et al. (2008); Lavalle et al. (2008); Mart́ınez et al. (2009), and

making use of N-body simulations, e.g., Kuhlen et al. (2008);

Springel et al. (2008). It is a challenge to calculate ana-

lytically the survival probabilities of substructures within

their host halos, while state-of-the-art N-body simulations

are computational prohibited to simulate the sub-halo hi-

erarchy below a mass ⇠10
5h�1M�, still very far from the

predicted halo cut-o⇥ mass, of the order of 10
�6h�1M� or

even smaller, e.g., (Green, Hofmann, & Schwarz 2004; Pro-

fumo et al. 2006).

Most popular substructure boost models (e.g., Pinzke

et al. (2011); Gao et al. (2011)) implicitly rely on power-

law extrapolations of the c(M) relation below the resolution

limit of N-body simulations all the way down to the min-

imum halo mass. Thus, these power-law extrapolations as-

sign very high concentrations to the smallest halos. As the

annihilation luminosity of a given halo scales as L / c3,
the substructure boosts obtained in this way are usually

very large. Furthermore, the results are very sensitive to the

power-law index used in such extrapolations. However, as

already shown, these power-law extrapolations are not ex-

pected in the �CDM cosmology. Indeed, as small halos over

a broad range of masses collapse at nearly the same time in

the early Universe (given the shape of P (k)), and natal con-

centrations are set by the halo formation epoch, low-mass

halos possess rather similar natal concentrations, and thus

will also possess similar concentrations at the present time.

This fact translates in a flattening of c(M) at low masses,

which is evident in the left panel of Fig. 1. We remark that,

ultimately, natal halo concentrations are the key for this to

happen. In the following, we will calculate the substructure

boosts implied by the P12 model. We note that by doing

so we assume the P12 model to be also a good representa-

tion of subhalo concentrations. This is partially supported

by the fact that most subhalos at present time have been

accreted by their hosts at late times, up to 70% after z=0.5

according to some estimates, the latter being almost inde-

pendent of subhalo or parent halo mass (Gao et al. 2004).

Therefore, concentrations of field halos should be a fair es-

timate of those typical of subhalos of the same mass. Nev-

ertheless, subhalos are known to have slightly higher con-

centrations, the closer they lie from their host halo centers

the larger their concentrations, e.g., Diemand et al. (2008b).

Thus, overall, the P12 substructure boosts will represent a

lower limit to their actual values.

To compute the boosted annihilation luminosity of a

halo of mass M due to substructures, it is necessary to inte-

grate subhalo annihilation luminosities all the way down to

the minimum subhalo mass, Mmin. Since subhalos also host

sub-substructure, ideally, all levels of substructure should be

included. We define the boost B(M) as follows (Strigari et

al. 2007; Kuhlen et al. 2008):

B(M) =

1

L(M)

Z M

Mmin

(dN/dm) [1 +B(m)] L(m) dm (2)

where L(M) = 4⇤Mc3/f(c)2 is the halo annihilation

luminosity with no substructures, c being the concentra-

tion and f(c) = log(1 + c) � 1/(1 + c), and dN/dm =

A/M (m/M)
��

is the subhalo mass function. Values for

� ranging between � = 1.9� 2 are possible (Diemand et al.

2007; Madau et al. 2008; Springel et al. 2008). The normal-

ization factor A is chosen to match the amount of substruc-

ture resolved in current simulations, and is equal to 0.XXX

and 0.XXX for � = 1.9 and 2, respectively. Note that fol-

lowing the definition of the boost in Eq. (2), an scenario

with no boost would be given by B = 0, while a value of
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as done in P12 and shown in the right panel of Fig. 1. In

such c – ⌅(M)
�1

plane, the P12 model adopts a character-

istic U-shape, with its minimum value corresponding to the

natal concentration of DM halos. We propose that halo evo-

lution tracks follow this U-shape from right to left, in such

a way that halos found to the right of the minimum (⌅ < 1)

are not formed yet, while halos located to the left already

have collapsed. This is supported by the fact that at the

high-mass end (⌅ < 1) the median halo kinematic profiles

show large signatures of infall and highly radial orbits (see

P12). As the P12 model was derived and tested between

�0.5 . log[⌅(M)]
�1 . 0.5 (i.e., the range around the U-

shape minimum) by using Bolshoi and Multidark data at

di⇥erent redshifts, the model can be safely used to predict

concentration values of any simulation data whose ⌅(M) val-

ues lie within that particular tested interval of the U-shape.

As shown in the right panel of Fig. 1, this is exactly the case

for all the simulation data set displayed in the left panel of

the same figure. Thus, no extrapolation of the P12 model

is done, which also explains its remarkable agreement with

simulations.

Finally, we provide a simple parametrization of the

concentration-mass relation provided by the P12 model at

z = 0, that will turn out to be very useful for the next sec-

tion, where we will compute the expected substructure halo

boosts to the dark matter annihilation signal:

c200(M200, z = 0) =

5X

i=0

ci ⇥

ln

✓
M200

h�1M�

◆�i

, (1)

where ci = [37.5153,�1.5093, 1.636 · 10�2, 3.66 · 10�4,
�2.89237 · 10�5, 5.32 · 10�7

]. This parametrization, inspired

on the functional form proposed by Lavalle et al. (2008),

provides an accuracy better than 1% in the halo mass range

between 10
�6 < h�1M� < 10

15
. It also captures the char-

acteristic c(M) upturn at higher masses found in Prada et

al. (2012). We note that, interestingly, the best fit to VL-II

(subhalo) concentrations found by Pieri et al. (2011) agrees

very well with Eq.(1) in the mass range well resolved in that

simulation, i.e. 10
5 . h�1M� . 10

9
, desviations becoming

only relevant at lower and, very specially, higher masses.

4 HALO SUBSTRUCTURE BOOSTS TO THE
DARK MATTER ANNIHILATION SIGNAL

An important open question today is the role of DM sub-

structure in ⇥-ray DM searches. Indeed, DM substructure

might represent the key component in future DM search

strategies for several reasons. In particular, as the DM an-

nihilation ⇥-ray signal is proportional to the DM density

squared, the clumpy distribution of subhalos inside larger

halos expected in �CDM may boost the DM annihilation

flux considerably. This flux enhancement is more important

for the most massive halos as they enclose more hierarchical

levels of structure formation. The e⇥ect of substructures on

the DM annihilation flux (frequently known as substructure
boost) has already been studied both analytically, e.g., Pieri

et al. (2008); Lavalle et al. (2008); Mart́ınez et al. (2009), and

making use of N-body simulations, e.g., Kuhlen et al. (2008);

Springel et al. (2008). It is a challenge to calculate ana-

lytically the survival probabilities of substructures within

their host halos, while state-of-the-art N-body simulations

are computational prohibited to simulate the sub-halo hi-

erarchy below a mass ⇠10
5h�1M�, still very far from the

predicted halo cut-o⇥ mass, of the order of 10
�6h�1M� or

even smaller, e.g., (Green, Hofmann, & Schwarz 2004; Pro-

fumo et al. 2006).

Most popular substructure boost models (e.g., Pinzke

et al. (2011); Gao et al. (2011)) implicitly rely on power-

law extrapolations of the c(M) relation below the resolution

limit of N-body simulations all the way down to the min-

imum halo mass. Thus, these power-law extrapolations as-

sign very high concentrations to the smallest halos. As the

annihilation luminosity of a given halo scales as L / c3,
the substructure boosts obtained in this way are usually

very large. Furthermore, the results are very sensitive to the

power-law index used in such extrapolations. However, as

already shown, these power-law extrapolations are not ex-

pected in the �CDM cosmology. Indeed, as small halos over

a broad range of masses collapse at nearly the same time in

the early Universe (given the shape of P (k)), and natal con-

centrations are set by the halo formation epoch, low-mass

halos possess rather similar natal concentrations, and thus

will also possess similar concentrations at the present time.

This fact translates in a flattening of c(M) at low masses,

which is evident in the left panel of Fig. 1. We remark that,

ultimately, natal halo concentrations are the key for this to

happen. In the following, we will calculate the substructure

boosts implied by the P12 model. We note that by doing

so we assume the P12 model to be also a good representa-

tion of subhalo concentrations. This is partially supported

by the fact that most subhalos at present time have been

accreted by their hosts at late times, up to 70% after z=0.5

according to some estimates, the latter being almost inde-

pendent of subhalo or parent halo mass (Gao et al. 2004).

Therefore, concentrations of field halos should be a fair es-

timate of those typical of subhalos of the same mass. Nev-

ertheless, subhalos are known to have slightly higher con-

centrations, the closer they lie from their host halo centers

the larger their concentrations, e.g., Diemand et al. (2008b).

Thus, overall, the P12 substructure boosts will represent a

lower limit to their actual values.

To compute the boosted annihilation luminosity of a

halo of mass M due to substructures, it is necessary to inte-

grate subhalo annihilation luminosities all the way down to

the minimum subhalo mass, Mmin. Since subhalos also host

sub-substructure, ideally, all levels of substructure should be

included. We define the boost B(M) as follows (Strigari et

al. 2007; Kuhlen et al. 2008):

B(M) =

1

L(M)

Z M

Mmin

(dN/dm) [1 +B(m)] L(m) dm (2)

where L(M) = 4⇤Mc3/f(c)2 is the halo annihilation

luminosity with no substructures, c being the concentra-

tion and f(c) = log(1 + c) � 1/(1 + c), and dN/dm =

A/M (m/M)
��

is the subhalo mass function. Values for

� ranging between � = 1.9� 2 are possible (Diemand et al.

2007; Madau et al. 2008; Springel et al. 2008). The normal-

ization factor A is chosen to match the amount of substruc-

ture resolved in current simulations, and is equal to 0.XXX

and 0.XXX for � = 1.9 and 2, respectively. Note that fol-

lowing the definition of the boost in Eq. (2), an scenario

with no boost would be given by B = 0, while a value of
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as done in P12 and shown in the right panel of Fig. 1. In

such c – ⌅(M)
�1

plane, the P12 model adopts a character-

istic U-shape, with its minimum value corresponding to the

natal concentration of DM halos. We propose that halo evo-

lution tracks follow this U-shape from right to left, in such

a way that halos found to the right of the minimum (⌅ < 1)

are not formed yet, while halos located to the left already

have collapsed. This is supported by the fact that at the

high-mass end (⌅ < 1) the median halo kinematic profiles

show large signatures of infall and highly radial orbits (see

P12). As the P12 model was derived and tested between

�0.5 . log[⌅(M)]
�1 . 0.5 (i.e., the range around the U-

shape minimum) by using Bolshoi and Multidark data at

di⇥erent redshifts, the model can be safely used to predict

concentration values of any simulation data whose ⌅(M) val-

ues lie within that particular tested interval of the U-shape.

As shown in the right panel of Fig. 1, this is exactly the case

for all the simulation data set displayed in the left panel of

the same figure. Thus, no extrapolation of the P12 model

is done, which also explains its remarkable agreement with

simulations.

Finally, we provide a simple parametrization of the

concentration-mass relation provided by the P12 model at

z = 0, that will turn out to be very useful for the next sec-

tion, where we will compute the expected substructure halo

boosts to the dark matter annihilation signal:

c200(M200, z = 0) =

5X

i=0

ci ⇥

ln

✓
M200

h�1M�

◆�i

, (1)

where ci = [37.5153,�1.5093, 1.636 · 10�2, 3.66 · 10�4,
�2.89237 · 10�5, 5.32 · 10�7

]. This parametrization, inspired

on the functional form proposed by Lavalle et al. (2008),

provides an accuracy better than 1% in the halo mass range

between 10
�6 < h�1M� < 10

15
. It also captures the char-

acteristic c(M) upturn at higher masses found in Prada et

al. (2012). We note that, interestingly, the best fit to VL-II

(subhalo) concentrations found by Pieri et al. (2011) agrees

very well with Eq.(1) in the mass range well resolved in that

simulation, i.e. 10
5 . h�1M� . 10

9
, desviations becoming

only relevant at lower and, very specially, higher masses.

4 HALO SUBSTRUCTURE BOOSTS TO THE
DARK MATTER ANNIHILATION SIGNAL

An important open question today is the role of DM sub-

structure in ⇥-ray DM searches. Indeed, DM substructure

might represent the key component in future DM search

strategies for several reasons. In particular, as the DM an-

nihilation ⇥-ray signal is proportional to the DM density

squared, the clumpy distribution of subhalos inside larger

halos expected in �CDM may boost the DM annihilation

flux considerably. This flux enhancement is more important

for the most massive halos as they enclose more hierarchical

levels of structure formation. The e⇥ect of substructures on

the DM annihilation flux (frequently known as substructure
boost) has already been studied both analytically, e.g., Pieri

et al. (2008); Lavalle et al. (2008); Mart́ınez et al. (2009), and

making use of N-body simulations, e.g., Kuhlen et al. (2008);

Springel et al. (2008). It is a challenge to calculate ana-

lytically the survival probabilities of substructures within

their host halos, while state-of-the-art N-body simulations

are computational prohibited to simulate the sub-halo hi-

erarchy below a mass ⇠10
5h�1M�, still very far from the

predicted halo cut-o⇥ mass, of the order of 10
�6h�1M� or

even smaller, e.g., (Green, Hofmann, & Schwarz 2004; Pro-

fumo et al. 2006).

Most popular substructure boost models (e.g., Pinzke

et al. (2011); Gao et al. (2011)) implicitly rely on power-

law extrapolations of the c(M) relation below the resolution

limit of N-body simulations all the way down to the min-

imum halo mass. Thus, these power-law extrapolations as-

sign very high concentrations to the smallest halos. As the

annihilation luminosity of a given halo scales as L / c3,
the substructure boosts obtained in this way are usually

very large. Furthermore, the results are very sensitive to the

power-law index used in such extrapolations. However, as

already shown, these power-law extrapolations are not ex-

pected in the �CDM cosmology. Indeed, as small halos over

a broad range of masses collapse at nearly the same time in

the early Universe (given the shape of P (k)), and natal con-

centrations are set by the halo formation epoch, low-mass

halos possess rather similar natal concentrations, and thus

will also possess similar concentrations at the present time.

This fact translates in a flattening of c(M) at low masses,

which is evident in the left panel of Fig. 1. We remark that,

ultimately, natal halo concentrations are the key for this to

happen. In the following, we will calculate the substructure

boosts implied by the P12 model. We note that by doing

so we assume the P12 model to be also a good representa-

tion of subhalo concentrations. This is partially supported

by the fact that most subhalos at present time have been

accreted by their hosts at late times, up to 70% after z=0.5

according to some estimates, the latter being almost inde-

pendent of subhalo or parent halo mass (Gao et al. 2004).

Therefore, concentrations of field halos should be a fair es-

timate of those typical of subhalos of the same mass. Nev-

ertheless, subhalos are known to have slightly higher con-

centrations, the closer they lie from their host halo centers

the larger their concentrations, e.g., Diemand et al. (2008b).

Thus, overall, the P12 substructure boosts will represent a

lower limit to their actual values.

To compute the boosted annihilation luminosity of a

halo of mass M due to substructures, it is necessary to inte-

grate subhalo annihilation luminosities all the way down to

the minimum subhalo mass, Mmin. Since subhalos also host

sub-substructure, ideally, all levels of substructure should be

included. We define the boost B(M) as follows (Strigari et

al. 2007; Kuhlen et al. 2008):

B(M) =

1

L(M)

Z M

Mmin

(dN/dm) [1 +B(m)] L(m) dm (2)

where L(M) = 4⇤Mc3/f(c)2 is the halo annihilation

luminosity with no substructures, c being the concentra-

tion and f(c) = log(1 + c) � 1/(1 + c), and dN/dm =

A/M (m/M)
��

is the subhalo mass function. Values for

� ranging between � = 1.9� 2 are possible (Diemand et al.

2007; Madau et al. 2008; Springel et al. 2008). The normal-

ization factor A is chosen to match the amount of substruc-

ture resolved in current simulations, and is equal to 0.XXX

and 0.XXX for � = 1.9 and 2, respectively. Note that fol-

lowing the definition of the boost in Eq. (2), an scenario

with no boost would be given by B = 0, while a value of
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Zechlin+12	

Host	halo	luminosity	

Subhalo	mass	function	

Other	levels	of	
sub-substructure	

Minimum	
halo	mass	

Subhalo	luminosity	



30	

	à	Results	very	sensitive	to	the	c(M)	extrapolations	down	to	Mmin
	

with		

2.1.4 Scatter

It is important to include in the calculations a scatter in the concentration values. We will assume
THE SAME scatter for the three scenarios described above (MAX,MED,MIN). Intrinsic to the
stochastic process of halo formation, the concentration of individual haloes scatters around the
median c provided by the quantities cvir(M) and csub(M,Dgc), respectively. The corresponding
probability distribution follows a lognormal (see e.g. Ref. [1]):

P (c, c) =
log10 e⌅
2�⇥log10 c c

exp

⇤
�1

2

�
log10 c� log10 c

⇥log10 c

⇥2
⌅
, (4)

where ⇥log10 c = 0.14 [3, 5].

2.2 Subhalo mass function

2.3 Subhalo radial distribution

2.4 Other useful formulae

1. Distance cut for subhalo detectability: we will assume that we cannot detect subhalos
with J-factors smaller than R times (e.g. one tenth) the Draco J-factor JD. Then, the cut in
distance as a function of the subhalo mass is given by:

Dcut(M) ⇤

⇧
M D2

D c(M)3 f(cD)2

R f(c)2 MD c3D
(5)

where f(c) = ln(1 + c)� c/(1 + c), and the subindex D refers to Draco. We will take DD = 80
kpc, MD = 8⇥108M�, cD = 19, R = 0.1. As for c(M), we should take the MAX case described
in previous sections in order to be safe in our distance cut. The safer cut would be the one
provided by the Aquarius subhalo concentration (as the corresponding formula gives us the
highest c amongst all the formulae that we have for c).

2.5 Tidal radius and disruption of halos

We’ll use the Roche criterium (see e.g. to estimate the tidal radius, rt of a subhalo with mass
Msub located at a distance Rsub from the Galactic Center [6]:

rt =

�
Msub

3 MMW (< Rsub)

⇥1/3

⇥Rsub (6)

3

6 The Dark Matter Annihilation Signal from Galactic Substructure: Predictions for GLAST

Fig. 3.— The annihilation luminosity boost factor due to sub-
structure below VL-II’s resolution limit versus subhalo mass, for
different subhalo mass functions. Top panel: Dependence on the
cutoff mass m0 for slope α = 2.0. Bottom panel: Dependence on
α for m0 = 10−6 M⊙.

rvir/rs is given by

L̃(M, c) ∝ ρ2
sr

3
s ∝ M

c3

f(c)2
, (7)

where f(c) = ln(1 + c) − c/(1 + c). We use the
Bullock et al. (2001) concentration-mass relation for field
halos, albeit with a somewhat smaller value of the nor-
malization, K = 3.75 (as suggested by Kuhlen et al.
2005; Macciò et al. 2007). For the cosmology used in
the VL simulations and halos masses between 106 and
1010 M⊙, the c(M) relation is approximately c(M) ≈
18(M/108 M⊙)−0.06, which corresponds to L̃(M) ∝
M0.87, i.e. the annihilation luminosity scales almost
linearly with mass, in agreement with results from nu-
merical simulations (Stoehr et al. 2003; Diemand et al.
2007a). Note that in our numerical simulations we find
systematically higher subhalo concentrations closer to
the host halo center. This trend does not affect the mag-

nitude of the boost factor, but translates to a radial trend
in subhalo luminosity (see Section 3.1).

Eq. 6 is solved numerically using the boundary con-
dition B(m0) = 0. The resulting relation is plotted in
Fig. 3, for α = 2.0 and different values of m0 in the top
panel, and for m0 = 10−6 M⊙ and different values of α
in the bottom panel. Overall we find relatively modest
boost factors on the order of a few, ranging up to ∼ 10
for the most massive subhalos. Generally more massive
halos have larger boost factors, simply because their sub-
halo population covers more of the total subhalo hierar-
chy. For the same reason, smaller values of m0 lead to
larger boost factors. For α < 2.0 B(M) has a weaker
mass dependence and is less sensitive to m0, since in this
case more massive halos are relatively more important.
Our results are in agreement with the analytic upper lim-
its of Strigari et al. (2007a) and the recent calculations
of Lavalle et al. (2008).

A fit to the cumulative subhalo mass function in our
simulations is consistent with α = 2 (Diemand et al.
2007a), which implies equal mass in subhalos per decade
of subhalo mass. However, fits to the differential mass
function tend to favor slightly shallower slopes of 1.8−1.9
(Stoehr et al. 2003; Madau et al. 2008), possibly because
they are more sensitive to the lower mass end, where res-
olution effects may artificially flatten the slope. In this
work we use α = 2.0 and m0 = 106 M⊙ as our fiducial
model, but present results for a range of different α and
m0.

2.3. Central Flux Corrections

The host halo center is another area where our simu-
lation must be corrected to account for the artificially
low density caused by the finite numerical resolution
(Diemand et al. 2004b). Based on numerical convergence
studies (Diemand et al. 2005a) we believe that we can
trust the radial density profile of the VL-I host halo
down to rconv = 3.4×10−3r200 = 1.3 kpc (Diemand et al.
2007a), corresponding to about 10◦ from the center. The
higher mass resolution and improved time-step criterion
in VL-II results in a much smaller convergence radius of
rconv = 380 pc. The flux derived directly from the simu-
lated particles in VL-II will thus only underestimate the
true annihilation flux within the inner ∼ 2◦ from the
center. An additional uncertainty arises from the fact
that our purely collisionless DM simulation completely
neglect the effect of baryons. While this is not a prob-
lem for the signal from individual subhalos, which are
small enough that baryonic effects are likely negligible,
the central region of our host halo most likely would have
been affected by gas cooling, star formation, and stellar
dynamical processes. It is not immediately obvious how
such baryonic effects would alter the central DM distri-
bution. Adiabatic contraction (Blumenthal et al. 1986;
Gnedin et al. 2004a) would lead to a steepening of the
central DM density profile at scales of a few kpc and be-
low. A recent study of scaling relations in spiral galaxies,
however, seems to favor models of spiral galaxy formation
without adiabatic contraction, and suggests that clumpy
gas accretion might have reduced central DM densities
(Dutton et al. 2007). Stirring by a stellar bar could also
eject DM from the central regions (Weinberg & Katz
2007, and references therein). On much smaller scales
(central few pc), the presence of a supermassive black

•  Integration	down	to	the	minimum	predicted	halo	mass	~10-6	Msun.	

•  Current	Milky	Way-size	simulations	“only”	resolve	subhalos	down	to	~105	Msun.	

	à	Extrapolations	below	the	mass	resolution	needed.	

J-factor		

Subhalo	mass	function____	

α	=	-1.9	in	Aquarius	
α  =	-2	in	VL-II	

Subhalo	annihilation	luminosity_______	

5

Fig. 2.— Sub-substructure in four of VL-II’s most massive subhalos. Shown are projections of ρ2 for all particles within a subhalo’s
outer radius rsub. The dashed circle indicates the subhalo’s r1000. The clumpy sub-substructure boosts the total annihilation luminosity
of its host subhalo.

=
1

L̃(M)

∫ m1

m0

dN

dm
[1 + B(m)] L̃(m)dm. (5)

Here dN/dm is the sub-subhalo mass function, and the
integration extends from m0, the low mass cut-off of
the substructure hierarchy, to an upper limit of m1 =
min{106 M⊙, 0.1M}, such that only substructure below
VL-II’s resolution limit of ∼ 106 M⊙ contribute. For
subhalos below 107 M⊙ we cap the integration at 0.1M
under the assumption that efficient dynamical friction
would have lead to the tidal destruction of larger sub-
subhalos. For a power law substructure mass function

dN/dm = A/M(m/M)−α, Eq. 5 becomes

B(M) =
A

L̃(M)

∫ ln m1

ln m0

( m

M

)1−α
[1 + B(m)] L̃(m)dln m.

(6)
Motivated by our numerical simulations
(Diemand et al. 2004a, 2007a) and semi-analytic
studies (Zentner & Bullock 2003), we normalize the
sub-subhalo mass function by setting the mass fraction
in subclumps with masses 10−5 < m/M < 10−2 equal
to 10%.

For the determination of L̃(M) we have assumed an
NFW density profile, in which case the total annihilation
luminosity of a halo of mass M and concentration c =

Concentration	c	=	Rvir	/	rs	
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Concentration	c	=	Rvir	/	rs	
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Figure 1. Top panel: Current knowledge of the median concentration-mass relation at z = 0 for all halo masses available in the
literature from different simulation data sets, i.e. from the smallest Earth-like DM microhalos predicted to exist in the CDM universe
(∼10−6h−1M⊙), up to the largest cluster-size halos (∼1015h−1M⊙). At the high-mass end, the results from Bolshoi (blue circles) and
MultiDark (purple circles) are shown. The two empty black squares at ∼109h−1M⊙ and the three filled black squares at ∼108h−1M⊙

were derived from Ishiyama et al. (2013) and Coĺın et al. (2004), respectively. Another individual ”Draco-like 108h−1M⊙ halo is also
plotted as a green pentagon (Moore et al. 2001). A couple hundreds dwarf halos with masses ∼106 – 109 h−1M⊙ (red triangles) were
extracted from the VL-II data (Diemand et al. 2008). At the low-mass end, we show the microhalo results taken from Diemand et al.
(2005) (orange filled diamonds) and Anderhalden & Diemand (2013) (orange empty diamonds) for individual halos, as well as those
recently reported by Ishiyama (2014) for a sample of thousands of microhalos (empty black triangles). We also provide the upper limit
to halo concentrations obtained by Diemand et al. (2005) in the range 10−6 – 10 h−1M⊙ (pink dotted line). The P12 concentration
model (Prada et al. 2012) is shown with a solid line. The shaded gray region represents a typical 1σ concentration scatter of 0.14 dex
centered on the P12 model. The dashed curve represents the updated M08 version (Macciò, Dutton, & van den Bosch 2008) of the
B01 toy concentration model (Bullock et al. 2001). All concentration values but those from MultiDark, Bolshoi and VL-II, have been
extrapolated down to z = 0 by means of the (1 + z) correction factor. Bottom panel: Same data set but displayed in the c – σ−1 plane,
which allows for a more detailed analysis and comparison between simulations and model in terms of the amplitude of linear density
fluctuations. The concentration values shown are those in the original set of simulations at the corresponding redshift where they were
measured, while the σ(M) values are the ones that halos would have at present time for those values of the concentration, see text for
further details. Solid (dashed) line refers to the σ(M) range in which the P12 model was (not) tested against simulations.
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Comparison	with	previous	boost	models	

MASC	&	Prada,	MNRAS,	442,	2271	(2014)	[astro-ph/1312.1729]	

Warning:	they	all	assume	that	both	main	halos	and	subhalos	possess	
	 			similar	structural	properties…	
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•  Natal	concentrations	are	mainly	set	by	the	halo	formation	time.		

•  Given	the	CDM	power	spectrum	,	the	smallest	halos	typically	collapse	nearly	at	the	same	time:	

à		Concentration	is	nearly	the	same	for	the	smallest	halos	over	a	wide	range	of	masses.		

à  power-law	c(M)	extrapolations	not	correct!	
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Figure 1. Median halo and subhalo concentrations and 1� errors as found in the VL-II simulation (Diemand et al. 2008). The concentrations
for all individual halos and subhalos are also shown (smaller dots in the background). Top panels: Results for subhalos depicted for three
di↵erent bins of the distance to the center of the host halo. From top to bottom: bin I (red dots), II (magenta dots and gray background dots)
and III (purple dots); see text for details. The black dots correspond to the halo median concentrations in the calibration bin beyond R�.
The left panel shows the median cV as a function of Vmax, while the right panel is for c200 as a function of m200. We also show the results
of our fits (solid colored lines) and the P12 parametrization for the concentration of field halos (dashed black lines) (Prada et al. 2012) using
the fit in Sánchez-Conde & Prada (2014). Bottom panels: Median cV (left) and c200 (right) as a function of the distance to the center of the
host halo normalized to R�, xsub. All (sub)halo masses have been included in these two plots.

VL-II and ELVIS simulations, for all the radial bins consid-
ered in our work. It works well in the subhalo mass range
10�6

h
�1

M� . m200 . 1015 h�1
M�.

Likewise, we obtain a parametrization for cV as a function
of Vmax and xsub for subhalos:

cV(Vmax, xsub) = c0

"
1 +

3X

i=1


ai log

✓
Vmax

10 km/s

◆�i
#
⇥

[1 + b log (xsub)] , (7)

where c0 = 3.5⇥104, ai = {�1.38, 0.83, �0.49} and b = �2.5.
This fit works well for 10�4 km/s . Vmax . 103 km/s.

In order to compute the boost factor in Sec. 3 we also
need to have the concentration for the field halos. In the case
of ch200 we will use the P12 parametrization. When using c

h
V

we have no parametrization for field halos and only have infor-
mation for subhalos. Nevertheless, as we discussed above, the
concentration in the calibration bin agrees very well with the
concentration of field halos, so we use these results along with
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In order to compute the boost factor in Sec. 3 we also
need to have the concentration for the field halos. In the case
of ch200 we will use the P12 parametrization. When using c
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we have no parametrization for field halos and only have infor-
mation for subhalos. Nevertheless, as we discussed above, the
concentration in the calibration bin agrees very well with the
concentration of field halos, so we use these results along with
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where in the last step we have assumed an NFW profile and
for halos, we use the parametrization for the concentration
parameter from Prada et al. (2012) using the fit obtained in
Sánchez-Conde & Prada (2014).

With this at hand, the luminosity of a subhalo of mass m
at a distance Rsub from the center of the host halo, L(m,xsub),
is defined as

L(m,xsub) = [1 +B(m,xsub)]Lsmooth(m,xsub) . (12)

where now Lsmooth(m,xsub) is the luminosity for the smooth
distribution of the given subhalo and B(m,xsub) is the boost
factor due to the next level of substructure. The luminosity
of a subhalo (sub-subhalo) is given by the same functional
form as that of a field halo, but including the dependence of
the concentration parameter on the position of the subhalo
(sub-subhalo) inside the host halo (subhalo).

In addition to the mentioned dependences, we note that
subhalos are not homogeneously distributed within the host
halo (Springel et al. 2008; Hellwing et al. 2015; Rodŕıguez-
Puebla et al. 2016). However, we have checked that the precise
spatial distribution of subhalos inside halos has only a small
impact on our results (below 10%). Therefore, for the sake
of comparison with previous works, we do not include this
dependence here and postpone its discussion to future work.
By assuming that the subhalo mass function does not change
within the halo, we can write the boost factor as

B(M) =
3

Lsmooth(M)

Z M

Mmin

dN(m)
dm

dm

Z 1

0

dxsub

[1 +B(m)] L(m,xsub)x
2
sub , (13)

where dN(m)/dm is the subhalo mass function for a halo of
mass M , dN(m)/dm = A/M (m/M)�↵. The normalization
factor is equal to A = 0.012 for a slope of the subhalo mass
function ↵ = 2 and to A = 0.03 for ↵ = 1.9 (Sánchez-Conde
& Prada 2014), and was chosen so that the mass in the re-
solved substructure amounts to about 10% of the total mass
of the halo,11 as found in recent simulations (Diemand et al.
2007b; Springel et al. 2008). Note that, as done in most of
previous works,12 we have not subtracted the subhalo mass
fraction from the smooth halo contribution, so in principle,
this leads to a slight overestimate of the smooth halo luminos-
ity, and hence, to a slight underestimate of the boost factor.
This is expected to be a small correction, though, since it ap-
plies mainly to the outer regions of the halo where the subhalos
represent a larger mass fraction and the smooth contribution
is much smaller and subdominant with respect to the contri-
bution from substructure (Palomares-Ruiz & Siegal-Gaskins
2010; Sánchez-Conde et al. 2011).

In the case of an NFW profile, as the one we are using,
the luminosity from the smooth DM distribution of a field
halo can also be expressed in terms of the maximum circular
velocity, V h

max, (Diemand et al. 2008)

Lsmooth(V
h
max) '

✓
2.163

f(2.163)

◆2 2.163H0

12⇡G2

r
c
h
V(V

h
max)

2
(V h

max)
3
, (14)

11 Extrapolating the subhalo mass function down to m/M =
10�18, those normalizations correspond to ⇠ 50% (⇠ 30%) of the
total mass of the halo for ↵ = 2 (↵ = 1.9).
12 See, e.g., Pieri et al. (2011) for one of the few exceptions.
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Figure 6. Halo substructure boost to the DM annihilation signal as
a function of the host halo mass. We have used our c200(m200, xsub)
parametrization in Eq. (6) and adopted Mmin = 10�6 M�. We
present results for two values of the slope of the subhalo mass
function, ↵ = 1.9 (lower, light red lines) and ↵ = 2 (black lines).
We also show the boost obtained with the DM profile-independent
definition of cV (green line), for which we have used our fit for
cV(Vmax, xsub) in Eq. (7), and (Vmax)min = 10�3.5 km/s. Notably,
the cV result lies within the results found for c200 and the two slopes
of the subhalo mass function considered. Thin lines correspond to
results obtained assuming subhalos and sub-subhalos are not trun-
cated by tidal forces, while thick lines represent the more realistic
case, in which subhalos and sub-subhalos have been tidally-stripped
(see text). The dashed lines correspond to the results obtained in
Sánchez-Conde & Prada (2014) when assuming that both halos and
subhalos of the same mass have the same concentration values.

and, in a similar way, by including the radial dependence of
the concentration of subhalos, one can obtain the subhalo lu-
minosity function, L(Vmax, xsub).

In this case, the boost factor for a field halo with maxi-
mum circular velocity V

h
max (analogously to Eq. (13)), can be

written as

B(V h
max) =

3
Lsmooth(V h

max)

Z V h
max

(Vmax)min

dN(Vmax)
dVmax

dVmax

Z 1

0

dxsub [1 +B(Vmax)] L(Vmax, xsub)x
2
sub ,

(15)

where (Vmax)min is the value of Vmax which corresponds to
Mmin. In order to compute the luminosity in terms of V

h
max

we need the subhalo mass function in terms of Vmax, and we
use the result of Diemand et al. (2008), dN(Vmax)/dVmax =
(0.108/V h

max) (V
h
max/Vmax)

4.
The results for the boost factor defined in Eqs. (13)

and (15) are shown in Fig. 6, where we use the parametriza-
tions for c200(m200, xsub), cV(Vmax, xsub), c

h
V(V

h
max) and
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c
h
200(M200) given by Eqs. (6), (7) (8) and P12, respectively.
We depict the boost factor for field halos as a function of the
halo mass and adopt Mmin = 10�6

M� or, equivalently for an
NFW profile, (Vmax)min = 10�3.5 km/s (thin solid lines). We
show the results for both cV (green line) and c200 (in this case,
for two values of the slope of the subhalo mass function, ↵ = 2
and ↵ = 1.9 with black and red lines, respectively). Both re-
sults are in good agreement, with the boost factor obtained
from cV lying within the boost factors obtained from c200 for
the two di↵erent slopes of the subhalo mass functions consid-
ered. The results obtained in Sánchez-Conde & Prada (2014)
are also shown (dashed lines). As done in this latter work and
discussed above, we are including only the two first levels of
substructure, namely subhalos and sub-subhalos, as the con-
tribution of the third substructure level was found to be al-
ways less than 6%. Yet, we note that the second level (namely
B(m,xsub) in our notation) can contribute up to ⇠ 40% in
some cases. As can be seen from Fig. 6, we obtain a total
boost which is a factor of 2 � 3 larger than that obtained
in Sánchez-Conde & Prada (2014), where, we recall, the au-
thors assumed that halos, subhalos and sub-subhalos of the
same mass have the same concentrations. Interestingly, our
results also agree well with those recently found by Bartels
& Ando (2015) by means of a semi-analytical model for the
boost based on mass-accretion histories and subhalo accretion
rates. Similar boost values have also been reported in Zavala
& Afshordi (2016), where authors invoked the universality of
DM clustering in phase space within subhalos across a wide
range of host halo masses (Zavala & Afshordi 2014) to predict
DM annihilation signals.

We caution that, in our work and in Sánchez-Conde &
Prada (2014), an NFW DM density profile is always assumed
for all virialized structures. Nevertheless, it has been recently
shown that subhalos and, very especially, microhalos with
masses close to Mmin = 10�6

M� seem to exhibit DM den-
sity profiles which are cuspier than NFW in the innermost
regions (Diemand et al. 2008; Ishiyama 2014). Thus, their
concentrations do not correspond to the NFW concentration
values discussed and adopted throughout this paper. Fortu-
nately, it is possible to convert from one to another (Ricotti
2003; Anderhalden & Diemand 2013) and to perform a one-to-
one comparison among them. The result of adopting subhalo
concentrations that are corrected by the mentioned e↵ect is a
moderate increase of the boost factor, up to ⇠ 30% (Ander-
halden & Diemand 2013; Ishiyama 2014).

3.3 E↵ect of tidal stripping on the boost

So far in the calculation of the boost factor, we have not con-
sidered the fact that subhalos su↵er from tidal forces within
their host halos and thus, that they are expected to be trun-
cated at some radius rt < r200. As already discussed above,
this also implies that m200 is not the true mass of the subhalo
(which was nevertheless assumed to be such in the calculation
of the boost factor in Sec. 3.2, Eqs. (13) and (15)). Therefore,
a more precise value of the boost can be derived if the actual
subhalo mass m, obtained by integrating the subhalo density
distribution up to rt, was adopted instead. In a similar way,
the subhalo luminosity must be truncated at rt instead of r200,

Figure 7. Example of subhalo substructure boost to the DM anni-
hilation signal (the one expected, e.g., for dwarf satellite galaxies)
as a function of the subhalo mass for the particular case of subhalos
inside a host halo with mass M200 = 1012 M� and located at a
distance of 80 kpc from the host halo center. This is approximately
the case of Draco, one of the Milky Way dwarf galaxy satellites
(mDraco ⇠ ⇥108 M� (Lokas et al. 2005)). We show results ob-
tained assuming subhalos and sub-subhalos are not truncated (or,
in some cases, destroyed) by tidal forces (thin lines), and assuming
subhalos and sub-subhalos are tidally stripped (more realistic case;
thick lines). We have used our c200(m200, xsub) parametrization of
Eq. (6) and adopted Mmin = 10�6 M�. We also present results for
two values of the slope of the subhalo mass function, ↵ = 1.9 (light
red lines) and ↵ = 2 (black lines). See text for further discussion.

i.e.,

Lt
smooth(m200, xsub) ⌘

Z rt

0

⇢
2
sub(r) 4⇡ r

2
dr =

m200 c
3
200(m200, xsub)

[f(c200(m200, xsub))]
2

200 ⇢c
9

⇥
✓
1� 1

(1 + rt/rs(m200, xsub))3

◆
.

(16)

This is the only modification one has to include in the cal-
culation of the boost up to the first level of substructures.
However, to compute the boost factor of subhalos (i.e., up to
the second level of halo substructure), in addition to intro-
ducing the analogous modification in the calculation of the
sub-subhalo luminosity, the variable xsub�sub ⌘ rsub/r200 (the
equivalent to xsub for sub-subhalos) must be substituted by
rsub/rt, where rsub is the distance of the sub-subhalos to the
center of the host subhalo. Moreover, we assume that tidal
forces do not modify the subhalo and sub-subhalo mass func-
tions per unit volume. This means that the number of sub-
subhalos is reduced and therefore, the boost for subhalos.

c� 2016 RAS, MNRAS 000, 1–??

(Improved)	subhalo	boost	model	

[Agrees	also	with	Bartels	&	Ando	(2015)	and	Zavala	&	Afshordi	(2015)]	

MAIN	HALOS	 SUBHALOS	

O(30)	boost	for	MW-size	halos	
(factor	~2	higher	than	SCP14)	

Very	small	boost	for	subhalos,	e.g.	dwarfs	

[Moliné,	MASC,	Palomares	and	Prada	(2017)	MNRAS,	466,	4974]	

1.  Make	use	of	our	better	knowledge	on	subhalo	concentrations.	
2.  Tidal	stripping	included	(Roche	criterium).	
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Figure 6. Left panel: Comparison of the DM annihilation flux profiles (normalized to fSUSY) for the
subsample of those three dwarfs and three clusters with the highest fluxes. Right panel: Same as left
panel but this time including substructure following the 3K10 model described in section 4.3.

5 DM annihilation flux predictions and detection prospects for IACTs

5.1 Galaxy clusters or dwarf galaxies?

In this section, we will compare the results previously obtained for dwarf galaxies with those
obtained for galaxy clusters with the aim of elucidating the best candidates for gamma-ray
DM searches. The result of the comparison is given in figure 6, where we show the case with
no substructure at all (left panel) and a second case where we included substructure, in both
dwarfs and clusters (right panel). For clarity, we do not use our whole sample of objects, but
just the sub-sample composed by those three dwarfs — Willman 1, Segue 1 and UMi-A —
and three clusters — Virgo, Fornax and Ophiuchus — with the highest fluxes.

In both panels, dwarf galaxies reach the highest flux levels at Ψ0 = 0◦, roughly an order
of magnitude larger than those expected from clusters. This therefore seems to favor dwarfs
against galaxy clusters, particularly for point-like based observational search strategies. How-
ever, note that galaxy clusters dominate the gamma-ray DM-induced emission at large angles
once substructure is properly taken into account. This happens at radii greater than ∼0.4◦

in all cases, fluxes remaining substantially higher than those expected from dwarfs and de-
creasing quite slowly up to very large radii, contrary to what happens in dwarfs. Actually,
once we include the effect of substructure, some of these galaxy clusters emit much more
DM annihilation flux in total than the best dwarf galaxies. For example Virgo, as can be
seen by comparing JT in tables 4 and 8, gives a flux larger than Willman 1 by a factor ∼13.
However, the main contribution to the total flux now comes from the outer regions, where the
flux level is comparatively quite low with respect to that reached in the very center. Thus,
if our search strategy can deal with quite extended sources (meaning ∼ 1 − 1.5◦, which, as
shown in table 8, is the typical value of ψ90, i.e., the typical size of the 90% emitting region),
then galaxy clusters probably are the best candidates or at least represent good competitors
to dwarfs.

5.2 J-values comparison with other works

Below we comment on the agreement/disagreement of our J-values with those found in some
works in the literature. We note that, when performing such a comparison, one has to be
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Annihilation	signal	becomes	more	spatially	extended.	

NO SUBSTRUCTURE 

SUBSTRUCTURE 
included 
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Substructure modifies the annihilation flux profile 

3K10		
boosts	

MASC+11,	1104.3530	
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In this section, we will compare the results previously obtained for dwarf galaxies with those
obtained for galaxy clusters with the aim of elucidating the best candidates for gamma-ray
DM searches. The result of the comparison is given in figure 6, where we show the case with
no substructure at all (left panel) and a second case where we included substructure, in both
dwarfs and clusters (right panel). For clarity, we do not use our whole sample of objects, but
just the sub-sample composed by those three dwarfs — Willman 1, Segue 1 and UMi-A —
and three clusters — Virgo, Fornax and Ophiuchus — with the highest fluxes.

In both panels, dwarf galaxies reach the highest flux levels at Ψ0 = 0◦, roughly an order
of magnitude larger than those expected from clusters. This therefore seems to favor dwarfs
against galaxy clusters, particularly for point-like based observational search strategies. How-
ever, note that galaxy clusters dominate the gamma-ray DM-induced emission at large angles
once substructure is properly taken into account. This happens at radii greater than ∼0.4◦

in all cases, fluxes remaining substantially higher than those expected from dwarfs and de-
creasing quite slowly up to very large radii, contrary to what happens in dwarfs. Actually,
once we include the effect of substructure, some of these galaxy clusters emit much more
DM annihilation flux in total than the best dwarf galaxies. For example Virgo, as can be
seen by comparing JT in tables 4 and 8, gives a flux larger than Willman 1 by a factor ∼13.
However, the main contribution to the total flux now comes from the outer regions, where the
flux level is comparatively quite low with respect to that reached in the very center. Thus,
if our search strategy can deal with quite extended sources (meaning ∼ 1 − 1.5◦, which, as
shown in table 8, is the typical value of ψ90, i.e., the typical size of the 90% emitting region),
then galaxy clusters probably are the best candidates or at least represent good competitors
to dwarfs.

5.2 J-values comparison with other works

Below we comment on the agreement/disagreement of our J-values with those found in some
works in the literature. We note that, when performing such a comparison, one has to be
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5.1 Galaxy clusters or dwarf galaxies?

In this section, we will compare the results previously obtained for dwarf galaxies with those
obtained for galaxy clusters with the aim of elucidating the best candidates for gamma-ray
DM searches. The result of the comparison is given in figure 6, where we show the case with
no substructure at all (left panel) and a second case where we included substructure, in both
dwarfs and clusters (right panel). For clarity, we do not use our whole sample of objects, but
just the sub-sample composed by those three dwarfs — Willman 1, Segue 1 and UMi-A —
and three clusters — Virgo, Fornax and Ophiuchus — with the highest fluxes.

In both panels, dwarf galaxies reach the highest flux levels at Ψ0 = 0◦, roughly an order
of magnitude larger than those expected from clusters. This therefore seems to favor dwarfs
against galaxy clusters, particularly for point-like based observational search strategies. How-
ever, note that galaxy clusters dominate the gamma-ray DM-induced emission at large angles
once substructure is properly taken into account. This happens at radii greater than ∼0.4◦

in all cases, fluxes remaining substantially higher than those expected from dwarfs and de-
creasing quite slowly up to very large radii, contrary to what happens in dwarfs. Actually,
once we include the effect of substructure, some of these galaxy clusters emit much more
DM annihilation flux in total than the best dwarf galaxies. For example Virgo, as can be
seen by comparing JT in tables 4 and 8, gives a flux larger than Willman 1 by a factor ∼13.
However, the main contribution to the total flux now comes from the outer regions, where the
flux level is comparatively quite low with respect to that reached in the very center. Thus,
if our search strategy can deal with quite extended sources (meaning ∼ 1 − 1.5◦, which, as
shown in table 8, is the typical value of ψ90, i.e., the typical size of the 90% emitting region),
then galaxy clusters probably are the best candidates or at least represent good competitors
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•  Halo substructure is an unavoidable prediction of ΛCDM. 

–  Most massive subhalos (dwarf galaxies) the best targets 
for indirect DM detection. 

–  Less massive subhalos, with no optical counterparts, can 
be used to set very competitive constraints. 

–  Subhalos can significantly boost the annihilation signal 
from halos and alter the signal spatial properties. 

DM halo substructure CRITICAL  
for current and future gamma-ray DM search strategies. 



Miguel	A.	Sánchez-Conde	
miguel.sanchezconde@uam.es	
www.miguelsanchezconde.com	
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Future of dark satellites’  
searches with gamma rays	
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Hütten+16	

Cherenkov	telescope	array	(CTA)	

De	Angelis+18;	
(also	Chou+17)	

Future		
MeV/sub-GeV	missions	

E-ASTROGAM	



Future of dark satellites’  
searches with gamma rays	
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–  Higher resolution DM-only and hydro simulations to shed 
light on subhalo survival, structural properties, etc. 

–  New gamma-ray catalogs (e.g., upcoming 4FGL) 

–  More refined spectral and spatial unID ‘filters’ 

–  Possible follow up of VIP candidates with IACTs  

DM halo substructure CRITICAL  
for current and future gamma-ray DM search strategies. 



Census	of	dwarfs	(circa	2014)	
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[A.	Drlica-Wagner,	Berolo,	Sep	17]	

SDSS Sky Coverage

12

4.1.3. Ultra-faint satellites
Visible as bright dots of different colors in the maps in Figs. 4

and 5 are the compact stellar over-densities corresponding to the
Galactic satellites that give the impression of being still intact.
The brightest of these ‘‘hot pixels’’ correspond to the well-known
star clusters and classical dwarf galaxies, while the very faint and
barely visible small-scale over-densities mark the locations of the
so-called ultra-faint satellites of the Milky Way. Although several
of these, including Boo I, Boo III, CVn I and UMa II, are seen in this
picture with a naked eye, the rest of the population of these objects
is too insignificant and can only be unearthed via an automated
over-density search. The first example of such an automated stellar
over-density detection procedure is presented in Irwin (1994) who
apply the method to the data from the photographic plates of the
POSS I/II and UKST surveys scanned at the APM facility in Cam-
bridge. A vast area of 20,000 square degree of the sky is searched
but only one new nearby dwarf galaxy is detected, namely the Sex-
tans dSph. A variant of the procedure is used, albeit with a little
less luck, by Kleyna et al. (1997), and subsequently by Willman
et al. (2005a) and Willman et al. (2005b) who actually find the
two very first examples of ultra-faint objects in the SDSS data.
The ease with which these systems reveal themselves in a stellar
halo density map akin to the ‘‘Field of Streams’’ (see Zucker et al.,
2006; Belokurov et al., 2006c) helped to re-animate the search
for new Milky Way satellites and more than a dozen of new discov-
eries have been reported in quick succession (Zucker et al., 2006;
Belokurov et al., 2007c; Irwin et al., 2007; Koposov et al., 2007;
Walsh et al., 2007; Belokurov et al., 2008; Belokurov et al., 2009;
Grillmair, 2009; Belokurov et al., 2010). Fig. 6 maps the distribution
of all presently known SDSS ultra-faint satellites on the Galactic
sky.

The accuracy and the stability of the SDSS photometry makes it
possible for the over-density detection algorithms to reach excep-
tionally faint levels of surface brightness across gigantic areas of
the sky. However, even though genuine Galactic satellites can be
identified in the SDSS as groups of only few tens of stars, their
structural parameters can not be established with adequate accu-
racy using the same data. Deep follow-up imaging on telescopes
like INT, CFHT, LBT, Magellan, MMT, Subaru and most recently
HST, has played a vital role in confirming the nature of the tiny
stellar blobs in the SDSS, as well as in pinning down their precise
sizes, ellipticities and their stellar content. The most recent, deep
and wide photometric studies of a significant fraction of the new
SDSS satellites are published by Okamoto et al. (2012) and Sand
et al. (2012). They point out that even at distances D > 100 kpc

from the Galactic centre, the outer density contours of CVn II,
Leo IV and Leo V display extensions and perturbations that are
probably due to the influence of the Milky Way tides. Similarly,
there is now little doubt that both UMa II and Her are excessively
stretched, as their high ellipticities as first glimpsed at discovery
(Zucker et al., 2006; Belokurov et al., 2007c) are confirmed with
deeper data (Munoz et al., 2010; Sand et al., 2009). Note, however
that apart from these two obvious outliers there does not seem to
be any significant difference in the ellipticity distributions of the
UFDs and the Classical dwarfs contrary to the early claims of Mar-
tin et al. (2008). This is convincingly demonstrated by Sand et al.
(2012) with the help of the imaging data at least 2 magnitudes dee-
per than the original SDSS. They, however, detect a more subtle
sign of the tidal harassment: the preference of the density contours
of the SDSS satellites to align with the direction to the Galactic
centre.

As far as the current data is concerned, the SDSS dwarfs do not
appear to form a distinct class of their own, but rather are the
extension of the population of the Classical dwarfs to exceptionally
faint absolute magnitudes. However, as more and more meager
luminosities are reached, it becomes clear how extreme the faint-
est of the UFDs are. The brightest of the group, CVn I and Leo T
show the usual for their Classical counter-parts signs of the
prolonged star-formation. For example, CVn I hosts both Blue
Horizontal Branch and Red Horizontal Branch populations, while
Leo T shows off a sprinkle of Blue Loop stars. However, the rest
of the ensemble appears to have narrow CMD sequences with no
measurable color spread around the conventional diagnostic
features, e.g., MSTO and/or RGB, thus providing zero evidence for
stellar populations born at different epochs (e.g., Okamoto et al.,
2012). The CMDs of the UFDs have revealed no secrets even under
the piercing gaze of the HST: all three objects studied by Brown
et al. (2012) appear to be as old as the ancient Galactic globular
cluster M92. Yet the low/medium and high-resolution follow-up
spectroscopy reveals a rich variety of chemical abundances some-
what unexpected for such a no-frills CMD structure. The first low-
resolution studies of Simon and Geha (2007) and Kirby et al. (2008)
already evince the existence of appreciable ½Fe=H" spreads in the
SDSS dwarfs with the metallicity distribution stretching to extre-
mely low values. Analyzing the medium and high resolution spec-
tra of the Boo I system, Norris et al. (2010) measure the spread in
½Fe=H" of #1.7 and the ½Fe=H" dispersion of #0.4 around the mean
value of $ 2.55 at MV # $ 6. It seems that this behavior of decreas-
ing mean metallicity with luminosity while maintaining a signifi-
cant enrichment spread is representative of the UFD sample as a

Fig. 6. Distribution of the classical dwarf galaxies (blue filled circles) and the SDSS ultra-faint satellites (red filled circles), including three ultra-faint star clusters, in Galactic
coordinates. The SDSS DR8 imaging footprint is shown in grey. Dashed line marks the tentative orbit of the Sgr dwarf galaxy. Galactic l ¼ 0& , b ¼ 0& is at the centre of the
figure.

110 V. Belokurov / New Astronomy Reviews 57 (2013) 100–121

(Belokurov 2013)

Discovered before SDSS 
(classical dwarfs)
Discovered with SDSS 
(ultra-faint dwarfs)

Sky Covered by SDSS



models (de Palma et al. 2013). We found that using the
alternative diffuse models varied the calculated limits and TS
values by 20%1 .

4. ESTIMATING J-FACTORS FOR THE
DES dSph CANDIDATES

The DM content of the DES dSph candidates cannot be
determined without spectroscopic observations of their member
stars. However, it is possible to predict the upper limits on the
DM annihilation cross section that would be obtained given
such observations by making the assumption that these
candidates possess DM distributions similar to the known
dSphs. Our estimates for the astrophysical J-factors of these
candidates are motivated by two established relationships.
First, the known dSphs have a common mass scale in their
interiors, roughly 107 M: within their central 300 pc (Strigari
et al. 2008a). This radius is representative of the half light
radius for classical dSphs, but is outside the visible stellar
distribution of several ultra-faint satellites. More generally, the
half-light radius of a dSph and the mass within the half-light
radius have been found to obey a simple scaling relation,
assuming that the velocity dispersions are nearly constant in
radius and the anisotropy of the stars is not strongly radially
dependent (Walker et al. 2009; Wolf et al. 2010).

In the analysis that follows, we used the ten ultra-faint SDSS
satellites with spectroscopically determined J-factors as a
representative set of known dSphs. Specifically, we take the
J-factors calculated assuming an NFW profile integrated over a
radius of 0. 5 for Boötes I, Canes Venatici I, Canes Venatici II,
Coma Berenices, Hercules, Leo IV, Segue 1, Ursa Major I,
Ursa Major II, and Willman 1 (see Table 1 in Ackermann
et al. 2014). Figure 3 shows the relation between the
heliocentric distances and J-factors of ultra-faint and classical
dSphs. As expected from their similar interior DM masses, the
J-factors of the known dSphs scale approximately as the
inverse square of the distance. The best-fit normalization is

Jlog 18.3 0.110( ) = at d 100 kpc= . We obtain a similar
best-fit value, Jlog 18.1 0.110( ) = at d 100 kpc= , using the
J-factors derived by Geringer-Sameth et al. (2015a), who
assumed a generalized NFW profile and omitted Willman
1.75 We note that the limited scatter in Figure 3 is primarily due
to the known dSphs residing in similar DM halos (Ackermann
et al. 2014). Under the assumption that the new DES
dSph candidates belong to the same population, we estimated
their J-factors based on the distances derived from the DES
photometry. Table 1 gives the estimated J-factors integrated
over a solid-angle of 2.4 10 sr4DW ~ ´ - using our simple,
empirical relation.
Several caveats should be noted. None of the DES

candidates have been confirmed to be gravitationally bound.
It is possible that some have stellar populations characteristic of
galaxies but lack substantial DM content, as is the case for
Segue 2 (Kirby et al. 2013), or have complicated kinematics
that are difficult to interpret (Willman et al. 2011). Further,
some of the M31 dSphs have been found to deviate from these
relations, though it is possible that these deviations are due to
tidal disruption (Collins et al. 2014). Kinematic measurements
of the member stars are needed to unambiguously resolve these
questions.
Using the J-factor estimates presented in Table 1, we

followed the likelihood procedure detailed in Ackermann et al.
(2015a) to obtain limits on DM annihilation from these eight
candidates shown in Figure 4.
We assumed a symmetric logarithmic uncertainty on the

J-factor of 0.4 dex for each DES candidate. This value is
representative of the uncertainties from ultra-faint dSphs
(Ackermann et al. 2011; Geringer-Sameth et al. 2015a) and
is somewhat larger than the uncertainties derived in Martinez
(2015). The 0.4 dex uncertainty is intended to represent the
expected measurement uncertainty on the J-factors of the DES
candidates after kinematic follow up. The corresponding
uncertainty band is illustrated in Figure 3. We apply the same
methodology as Ackermann et al. (2015a) to account for the
J-factor uncertainty on each DES candidate by modeling it as a
log normal distribution with J iobs, equal to the values in Table 1,
and 0.4is = dex (see Equation (3) of Ackermann et al. 2015a).
We derived individual and combined limits on the DM

annihilation cross section for DM annihilation via the bb̄and
τ+τ−channels, under the assumption that each DES candidate is
a dSph and has the J-factor listed in Table 1. We note that when
using a J-factor uncertainty of 0.6 dex instead of 0.4 dex , the
individual dwarf candidate limits worsen by a factor of ∼1.6,
while the combined limits worsen by 15%–20%. We stress that
the distance-estimated limits may differ substantially as spectro-
scopic data become available to more robustly constrain the DM
content of the DES candidates. However, once measured J-
factors are obtained, the observed limits from each candidate will
scale linearly with the measured J-factor relative to our
estimates. Given the current uncertainty regarding the nature
of the dSph candidates, we do not combine limits with those
from previously known dSphs (i.e., Ackermann et al. 2015a).

5. DISCUSSION AND CONCLUSIONS

The discovery of eight dSph candidates in the first year of
DES observations sets an optimistic tone for future
dSph detections from DES and other optical surveys.
DES J0335.6−5403, at a distance of ∼32 kpc, is a particularly
interesting candidate in this context, and should be considered a

Figure 3. J-factor distance scaling. Black points are from Table 1 in
Ackermann et al. (2014). The red curve is our best fit with an assumed inverse
square distance relation (see the text). The red band shows the 0.4 dex
uncertainty that we adopt.

75 When using the values derived by Geringer-Sameth et al. (2015a) and
including Segue 2, we find a best-fit normalization of Jlog 18.0 0.110( ) = at
d 100 kpc= .

6
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Measuring	the	DM	content	in	dwarfs	

•  Determined	spectroscopically	
from	stellar	velocity	dispersions:	
–  O(100)	in	classical	dwarfs.	
–  O(10)	in	ultra-faint	dwarfs.	

•  Dispersion	profiles	generally	
remain	flat	up	to	large	radii		

		à	highly	DM	dominated	

43	

Wilkinson	et	al	2009	

A
lb
er
t+
15

	

“J-factor”	of	MW	dwarf	satellite	galaxies		
inferred	from:		

	-	l.o.s.	velocity	dispersion	profiles	
	-		DM	density	profile	(e.g.	NFW)	
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MAGIC:	Segue	1,	158	h	
Fermi-LAT:	15	dwarfs,	6	yr	
	
Combined	likelihood,	
global	analysis	
	
Most	constraining	
results	between	10	GeV	to	
100	TeV	
	
Same	method	can	be	
easily	used	to	combine	
results	from	other	
experiments,	targets,	
messengers	

MAGIC	+	Fermi-LAT	combined	limits	

Ahnen+16,	The	MAGiC	and	Fermi-LAT	collaborations;		
[1601.06590]	
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Figure 2: 95% CL upper limits on the thermally-averaged cross-section for DM particles annihilating into

bb̄ (upper-left), W+W�
(upper-right), ⌧+⌧�

(bottom-left) and µ+µ�
(bottom-right) pairs. Thick solid lines

show the limits obtained by combining Fermi-LAT observations of 15 dSphs with MAGIC observations of

Segue 1. Dashed lines show the observed individual MAGIC (short dashes) and Fermi-LAT (long dashes)

limits. J-factor statistical uncertainties (Table 1) are considered as described in Section 3.2. The thin-dotted

line, green and yellow bands show, respectively, the median and the symmetrical, two-sided 68% and 95%

containment bands for the distribution of limits under the null hypothesis (see main text for more details).

The red-dashed-dotted line shows the thermal relic cross-section from Ref. [54].

this magnitude would be expected in 5% of the experiments under the null hypothesis and
is therefore compatible with random fluctuations.

As expected, limits in the low and high ends of the considered mass range are dominated
by Fermi -LAT and MAGIC observations, respectively, and the combined limits coincide
with the individual ones. The combination provides a significant improvement in the range
between ⇠1 and ⇠100 TeV (for bb̄ and W

+
W

�) or ⇠0.2 and ⇠2 TeV (for ⌧+⌧� and µ
+
µ
�),

– 9 –



SDSS DR10 + DES Y2

31

– 6 –

Fig. 1.— Locations of the eight new dwarf galaxy candidates reported here (red triangles) along

with nine previously reported dwarf galaxy candidates in the DES footprint (red circles; Bechtol

et al. 2015; Koposov et al. 2015a; Kim & Jerjen 2015b), five recently discovered dwarf galaxy

candidates located outside the DES footprint (green diamonds; Laevens et al. 2015a; Martin et al.

2015; Kim et al. 2015a; Laevens et al. 2015b), and twenty-seven Milky Way satellite galaxies known

prior to 2015 (blue squares; McConnachie 2012). Systems that have been confirmed as satellite

galaxies are individually labeled. The figure is shown in Galactic coordinates (Mollweide projection)

with the coordinate grid marking the equatorial coordinate system (solid lines for the equator and

zero meridian). The gray scale indicates the logarithmic density of stars with r < 22 from SDSS

and DES. The two-year coverage of DES is ⇥ 5000 deg2 and nearly fills the planned DES footprint

(outlined in red). For comparison, the Pan-STARRS 1 3⇥ survey covers the region of sky with

�2000 > �30� (Laevens et al. 2015b).

Blue   - Previously discovered satellites 
Green - Discovered in 2015 with  
             PanSTARRS/SDSS

Red outline - DES footprint 
Red circles - DES Y1 satellites 
Red triangles - DES Y2 satellites

DES Collaboration [1503.02584]
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Recent	discovery	of	new	satellites												

Bechtol+15	
Drlica-Wagner+15	
Leavens+15	
Koposov+15	
Kim&Jerjen15	
Kim+15	
Martin+15	

>20	NEW	
DWARF	

CANDIDATES		
in	2015	alone!	

[these	dwarfs	will	help	to	
improve	the	DM	limits]		

45	
A.	Drlica-Wagner	

[Barolo,	Sep	2017]]	

Alex Drlica-Wagner   |   Fermilab

Dwarf Galaxy Discovery Timeline

17

SDSS Begins

DECam Installed

DES Year 1

DES Year 2



(Bullock et al. 2009) 

~500	dwarfs	inside	the	virial	radius?		

(Tollerud+08;	Walsh+09;	Hargis+14)	
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Alex Drlica-Wagner   |   Fermilab

Blanco Imaging of the Southern Sky  
(BLISS)

24
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DES	
BLISS	
MagLiteS	

Alex Drlica-Wagner   |   Fermilab

LSST is Coming!

36

Lo
g 

Sc
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Pre
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io
n

More	
discoveries	
to	come!									

+	LSST	coming!	



•  Search	in	the	most	recent	LAT	catalogs	(3FGL,	2FHL,	3FHL)	
•  Careful	unID	‘filtering’	work.	

48	

New	(LAT)	work	ongoing	
[J.	Coronado-Blázquez,	MASC	et	al.,	in	prep.]	

				DM	subhalo	search	‘filters’:	
1.  Associations	

2.  Variability	

3.  Latitude	

4.  Machine	learning	

5.  Multiwavelength	emission	

6.  Complex	regions	

(No	spectral	information	used	for	the	moment.)	

	



Importance	of	unIDs	“filtering”	

•  <σv>	proportional	to	J-factor	
	à	less	unIDs	means	better	constraints	

•  Exponential	rise	in	constraining	power	
below	~20%	of	sources	in	every	catalog	

	
•  	20%	=	202	sources	in	3FGL,	10	in	2FHL	

and	35	in	3FHL	

•  From	these	numbers	down,	every	source	
we	remove	has	a	large	impact	

49	

Preliminary	results:	

UNIDS FILTERING RESULTS

25

Original Result

2FHL 48 4

3FHL 177 24

3FGL 1010 16



•  Search	in	the	most	recent	LAT	catalogs	(3FGL,	2FHL,	3FHL)	
•  Careful	unID	‘filtering’		work.	
•  Careful	characterization	of	LAT	sensitivity	to	DM	annihilation.	

50	

New	(LAT)	work	ongoing	
[J.	Coronado-Blázquez,	MASC	et	al.,	in	prep.]	

COMPARISON BETWEEN DIFFERENT DM MASSES

29

!"# = 10 '() !"# = 1 *()

3FGL setup, +,+- channel

Dependence	on	WIMP	mass,	annihilation	channel	and	latitude	



•  Search	in	the	most	recent	LAT	catalogs	(3FGL,	2FHL,	3FHL)	
•  Careful	unID	‘filtering’		work.	
•  Careful	characterization	of	LAT	sensitivity	to	DM	annihilation.	
•  Best	knowledge	of	subhalos’	structural	properties	(MASC&Prada14,	Moline,MASC+17)	

51	

New	(LAT)	work	ongoing	
[J.	Coronado-Blázquez,	MASC	et	al.,	in	prep.]	

4980 A. Moliné et al.

Figure 3. Top panel: median halo (black symbols) and subhalo (coloured symbols, for each radial bin) concentration parameter cV, and 1σ errors, as a
function of Vmax as found in the VL-II (circles) and ELVIS simulations (triangles). The concentrations for all individual subhaloes are also shown (smaller
dots in the background). The results for field microhaloes from I14 (Ishiyama 2014) and for more massive main haloes from BolshoiP (BP; Klypin et al. 2016;
Rodrı́guez-Puebla et al. 2016) are shown by black diamonds and squares, respectively. We also show our fits for haloes given by equation (8) (dashed black
line) and subhaloes in equation (6) (solid coloured lines) for each of the three radial bins considered. Bottom panel: same as top panel, but for c200 as a function
of m200. Our proposed fit for each of the radial bins, equation (7), and the P12 parametrization for the concentration of haloes (Prada et al. 2012) using the fit
obtained in Sánchez-Conde & Prada (2014), are also shown.

MNRAS 466, 4974–4990 (2017)

Moline+17	



•  Search	in	the	most	recent	LAT	catalogs	(3FGL,	2FHL,	3FHL)	
•  Careful	unID	‘filtering’		work.	
•  Careful	characterization	of	LAT	sensitivity	to	DM	annihilation.	
•  Best	knowledge	of	subhalos’	structural	properties	(MASC&Prada14,	Moline,MASC+17)	
•  Repopulation	of	current	N-body	simulations	to	reach	lower	subhalo	masses.	

52	

New	(LAT)	work	ongoing	
[J.	Coronado-Blázquez,	MASC	et	al.,	in	prep.]	

30

Replicas of VL-II below Mcut
J-factor: calculation of the dark matter annihilation flux

Slight differences with respect to VL-II
Alejandra Aguirre Santaella | Trabajo fin de Máster, 2017-2018

Aguirre-Santaella,	MASC,	et	al.,	in	prep.	
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30

!"#$ vs. WIMP 
mass, all latitudes

!"#$ vs. Gal. latitude

!"#$ vs. WIMP mass

Credit:	J.	Coronado-Blázquez	
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Credit:	J.	Coronado-Blázquez	

FAMOUS (EX-)CANDIDATES

22

§ 3FGL J2212.5+0703 (Bertoni+16) – actually 2 sources

§ 3FGL J1924.8-1034 (Xia+17) – classified as AGN by machine learning

§ 3FGL J1119.9-2204 (Hooper+17) – seen with SWIFT

§ 3FGL J0318.1+0252 (Hooper+17) – seen with SWIFT

All 3FGL (low energy) sources
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CONSTRAINTS DEPENDING ON THE NUMBER OF UNIDs

PRELIMINARY

More 
improvement

removing the last
60 sources than

the first 950!

Credit:	J.	Coronado-Blázquez	
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SUBHALO	SEARCHES:		
II.	STELLAR	GAPS	

•  Subhalos	may	induce	‘gaps’	in	stellar	streams	(Carlberg	12,15;	Erkal+15,	16,	17)		
•  Statistical	analysis	of	the	distribution	of	stars	can	be	used	to	‘detect’	subhalos	
•  Probably	not	possible	below	~one	million	solar	masses.	

Credit:	V.	Belokurov,	D
.	Erkal,	S.E.	Koposov	

106	Msun	subhalo	 5	107	Msun	subhalo	



AQUARIUS	
	

Six	MW	halos	with	different	resolutions.	
	
AQ-A1	has	over	four	billions	particles.	
	
Cusp	profiles,	but	better	modeled	by	Einasto.	
	
	
	
																					

Simulating	Milky	Way	size	halos	

(Springel et al. 2008) 

VIA	LACTEA	I	–	II	-	GHALO	
	

Three	MW-size	halos	with	different	
cosmological	parameters.	
	
VLII	(GHALO)	over	one	(tw0)	billion	particles	
	
Cusp	profiles	compatible	with	NFW.																				

(Diemand et al. 2008) 4
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Aquarius

Via Lactea II

FIG. 2. Maximum subhalo mass that can be found at distance
R from the GC, according to the Roche criterion used in this
paper.

the self-gravity of the subhalo:

rtid(R) =

�
Msub

3Mh

⇥1/3

R (10)

Clearly, the amplitude of the e�ect depends on the
subhalo mass and its distance from the GC. In Fig. 2 we
plot the largest mass Mmax

sub of a subhalo that survives
tidal disruption as a function of R — the e�ect on the
overall subhalo mass density profile is illustrated by the
dotted curves in Fig. 1. Subhalos are shown to be almost
completely disrupted within R ⇤ 2 kpc. As shown
by [29], the e�ect on the total �-ray flux is negligible,
since the main contribution at small distances from
the GC is given by the smooth halo, while the subhalo
contribution is subdominant. This turns out to be the
case also for the antimatter flux as we will show, and as
already pointed out by [69]. We will discuss this point
in greater detail in Section VC1.

A very informative quantity that describes the inner
shapes of subhalos is their concentration parameter, de-
fined as the ratio between r200 (the radius which encloses
an average density equal to 200 times the critical density
of the universe) and the scale radius: c200 ⇥ r200/rs. In
general, this quantity is not constant but depends on the
subhalo mass and on the distance from the GC. Following
the numerical results of [53–55, 64] we can parameterize

Via Lactea II Aquarius
Rvir [kpc] 402 433
Mh [M⇥] 1.93� 1012 2.5� 1012

rs [kpc] 21 20
�s [10

6M⇥ kpc�3] 8.1 2.8
F0 [M

�1
⇥ ] 10�6 3.6� 10�6

�a [M⇥ kpc�3] - 2840.3
Ra[kpc] 85.5 199
⇤�⇥⌅ [GeV/cm3] 0.42 0.57
Nsub 2.8� 1016 1.1� 1015

M tot
sub(< Rvir) [M⇥] 1.05� 1012 4.2� 1011

f tot
sub(< Rvir) 0.53 0.17

TABLE I. Characteristics values for the smooth and
clumpy components of the DM distribution modeled after the
Via Lactea II and Aquarius results. Rvir = virial radius, i.e.
the radius within which the numerical simulations define the
halo. Mh = MW mass. rs = scale radius of the overall DM
distribution. �s = scale density of the overall DM distribu-
tion. F0 = normalization to unity for the normalized subhalo
mass function. �a = normalization of the subhalo mass den-
sity profile for the Aquarius configuration. Ra = scale radius
of the subhalo distribution. ⇤�⇥⌅ = averaged local DM den-
sity (at 8 kpc from the GC). Nsub = total number of subhalos.
M tot

sub = total mass in subhalos. f tot
sub = clumpiness fraction,

defined as M tot
sub/Mh. Subhalo abundances are computed as-

suming the Roche criterion.

these dependences as follows:

c200(Msub, R) =

�
R

Rvir

⇥��R

� (11)

⇧
C1

⇤
Msub

M⇥

⌅��1

+ C2

⇤
Msub

M⇥

⌅��2
⌃
.

The best fitting parameters for the Via Lactea II and
Aquarius simulations are listed in Tab. II. In Fig. 3
we have plotted the mass dependence of the concen-
tration parameter at the virial radius (R = Rvir) that
can be thought of as the concentration parameters of
subhalos located at the edge of the simulated MW-like
halo, i.e. of fields halos. We have also plotted the
concentration parameters computed at the Sun position
(R = 8kpc), which provides additional information on
the potential antimatter yield by featuring the local sub-
halo properties. From the plot we notice that subhalos
in the Aquarius experiment are more concentrated than
in Via Lactea II at all masses; a discrepancy that reflects
the larger power spectrum normalization (⇥8) assumed
in the Aquarius experiment.

III. PARTICLE PHYSICS BENCHMARKS

In order to study the dependence of the results on par-
ticle physics parameters, we show the results relative to
four di�erent benchmark models.
Benchmark A is representative of a class of mod-

els in the supersymmetric (SUSY) parameter space, that
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FIRE Hydrodynamics

100 kpc

Pure N-Body

100 kpc

(dark matter)

Baryons Matter (A Lot!)

(same halo)

Garrison-Kimmel+2017 Also: Brooks & Zolotov 2014, Zhu + 2016,Up	to	factor	~10	reduction	in	substructure	within	~25	kpc	
No	substructure	within	~20	kpc	with	Vmax	>	5	km/s		

[Garrison-Kimmel+17]	
[Also	Brooks&Zholotov	15;	Zhu+16;	Kelley+18]	

OPEN	ISSUES	(I):	Role	of	baryons	
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DMO

Galaxy

Vpeak > 10 km/s


Radial distribution of Satellites

DMO

Galaxy

Vpeak > 10 km/s


known Milky Way 
satellites 

N
(<

R)

14 ultra-faint dwarfs 
w/in 50 kpc Tvir ~ 3,800 K

Credit:	J.	Bullock	
Radial distribution of Satellites

DMO

Galaxy

Vmax > 4.5 km/s


N
(<

R)

Kelley et al. 2018 [Kelley+18]	

Radial	distribution	of	massive	subhalos	in	hydro	simulations	do	not	match	observations!		
	 		

Van	den	Bosch+18;	van	den	Bosch&Ogiya	18	[Also:	Kazantzidis+04;	Diemand+07;	Peñarrubia+10]:	
•  Subhalo	disruption	is	numerical	in	origin	
•  Bound	remnant	survives	provided	it	is	well	resolved	in	the	simulation.	

à	What	is	the	actual	subhalo	radial	distribution?	

OPEN	ISSUES	(II):	Subhalo	survival	

Sun	


