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ATLAS
Trigger Configuration

»The ATLAS Trigger
* LVL1 selection and configuration
« HLT selection and configuration
»ATLAS Trigger Configuration System:
* TriggerDB

* TriggerTool
* Tools for data retrieval




Reminder: ATLAS Trigger System

3-Level Trigger System:

Interaction rate
o ~1 GHz CALO MUON TRACKING
=] Bunch crossing
t;U rate 40 MHz Pineli
ipeline
LEVEL 1 ;
g 2.5 US {RGEER memories
N o < 75 kHz
Derandomizers
EREEREEERERERRN Readout drivers
Regions of Interest | | I [ | | (Robs)
LEVEL 2 Readout buffers
~10 ms {RIGGER (ROBs)
O(1) kHz

[ Event builder |

Full-event buffers
and
processor sub-farms

software

~ sec. EVENTFILTER
~ 200 Hz

Data recording

1)

2)

3)

LVL1 decision based on
data from calorimeters and
muon trigger chambers;
synchronous at 40 MHz;
bunch crossing identification

LVL2 uses Regions of
Interest (identified by LVL1)
data (ca. 2%) with full
granularity from all detectors

Event Filter has access to

full event and can perform
more refined event
reconstruction
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LVL1 selection

Calorimeter trigger Muon trigger
Pre-Processor Muon Barrel Mt.lon End-cap
(analogue — E,) Trigger (RP‘C) 'l;gger (TGC)
Jet / Energy-sum Cluster Processor Muon-CTP Interface
Processor (e/y, T/h) (MuCTPI)

multiplicities of e/g, t/h, R multiplicities of u for 6 p;

j : = thresholds

jet for p; thresholds; Processor (CTP)

flags for ZE;, ZE; |, E;™Miss
over thresholds

CTP: trigger decision based on inputs,
deadtime, random triggers bunch groups
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LVL1 configuration

LVL1 trigger menu information for all LVL1 subsystems:
RPCs TGCs, L1Calo, CTP, MuCTPI.

example trigger menu:

LVL1 trigger menus have hierarchical stucture:

» A Trigger Menu (e.g. “lumi_01") is composed of TR T
many ltems (e.g. “2J25+XE45") MU20 0.8
; ; 2MUG6 2
» A Trigger Item is composed of some Thresholds EM‘2’5i 102_0
(e.g. “J257) 2EM15i 4.0
» A Trigger Threshold is composed of many Threshold ;ﬁgg gg
Values (e.g. “E;=25, cone=4,n_.=1.2,n._ . =1.4, 4365 02
Prrin =0, Py =0-2") assE |30
. . . . MU10+EM15i 0.1
plus extra information like: dead-time parameters, bunch- Others 5.0
Total rate (kHz) ~25

group definition, random trigger rates, prescaled clocks,
prescales, trigger type definition, jet input thresholds,...

Configuration must fulfill hardware limitations, e.g. available thresholds, number
of allowed inputs, LUT configuration in CTP, etc.
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HLT selection and configuration

HLT strategy: refinement of TriggerElements (seeded from LVL1) in
stepwise processing, perform stepwise decisions

example of step-wise processing:

isolation isolation

step 4 >

e30 +m £ signature
- intermediate
intermediate

step2 >  frack track

finding finding
intermediate

cluster cluster

step 12> shape shape

HLT uses the offline reconstruction
SW framework ATHENA on ~3000
CPUs

parts to be configured:

1) HLT Menu: determines which
algorithms are called at which step
and which signatures need to be
fulfilled for accepted events

2) all configuration parameters of the
algorithms, called JobOptions (JO),
compatibility with offline important

3) release information

+ ¢LvLiseed & Consistency (with LVL1) important
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ATLAS Configuration System

expert | | shift crew | | offline user

N

TriggerTool

!

TriggerDB
7 ™\

TriggerTool:

« GUI for DB population

« easy and consistent menu changes
for experts (HLT and LVL1)

TriggerDB:

» stores all information to configure
the trigger: LVL1 menu, HLT menu
HLT algo. parameters (JO), HLT
release information

» stores all versions used with a key
- Configuration and Condition DB

Retrieval of information for running:

online offline get information via a key via two paths:
running running 1. extraction of data in XML/JO files

2. direct read-out (e.g. online or GRID jobs)
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TriggerDB

general:
» stores all information to configure the trigger: LVL1 menu,
HLT menu, HLT algorithms+services parameters (JO properties),
HLT release information
« stores all versions (used and prepared) with a key
—> acts as Configuration and (with COOL) as Conditions DB

* implemented in SQL

* runs on MySQL and ORACLE

 tables are ‘external’ part of the ATLAS online DB (COOL)
—> used online and offline (e.g. ATHENA trigger simulation)
—> used outside CERN via replications done by CERN IT
—> use of infrastructure provided by ATLAS/CERN-IT
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TriggerDB schema

trigger_next_run

‘super_mastes_table

keys: stored in Conditions DB to
retrieve information later

>

005

m e Pk | tbgzo ig
PK_|mauia K K1 |nmn ) bunch_group_id
FK1 | 1tm2tt_trigger_threshold_id X1 e
Fxz man e wigger

Cable_name Cmulpiichy
Him2itcabin_start 1628_position
t_cable, =

1t oty

P [ e

FK1 | 11121tv_trigger_threshold_id
11t22ttv_trigger_threshold_value_id

1_triger_threshold_alue
PK

max
ttv_phi_min
11v_phi_max
118v_om_isolation

LVL1 part

Yy 2
v Y v s v Il
11_dead_time N_muctpl_in%o ke = =
K [ naia PK [ 1mia
bt PO -
Hmi_name htm_version hst_version
el version Himi_version o o) | Mstusorame
it simpie Himi_low hps_usamame. ate hat_modifid. tima
Idt_complext gt hps_modifiad_time FK1 | htm_satup_id hst_used
Hdcomplex2 Hmi_max_cand hps_used him_use:
et usemame 1mi_usemame FK1 | hps_trigger_menu_id ime 3
Hdt_modified_time Hmi_modified_time y htm_used
Ndt_used Hmi_used
o to by
m ¥R hit_prescale L hit_re_to_d
£ | N2 trigger_ it id FK1 | 11bgszba_bunch_group_setia PK | bprid |PK_|bimzte td Meto® CarT™
FK2 | Hem2i trigger_men id FK2 | I1bgszbg_tunch._group_id o PK | hstzep_id
e Hbgs2bg_imemsl_number o | e forfl Hoarhagolscanratng oy e K1 | hrozal_romase.
e Tesaian num2te_counter et amsstn M hre2d il id
hpr_prescale e

hit_te_to_cp.

PK | nts2cp id

FK2 [ nteep_trigger_clement id
FK1 [ nte2ep_compone
nt

ntid

FK1 | naizen_dil_id
hai2e:

HLT
menu

hit_cp_to_pa

PK [ henzpaid

K1 _component_id
FK2 | hepzpa_parametor_id

HTL JOs

HLT
release




Population of the TriggerDB

HLT JobOptions and release part

« Difficulties: get all JobOptions of all
algorithms, services etc. for a
certain release (offline uses
Python files, difficult to map to DB)

* Tool to scan the release and
populate the TriggerDB
automatically with default values
has been developed

» Foreseen to be done once per
release with check of changes

» Afterwards interactive changes of

ot e[ o mem

algorithm parameters LVL1 part and HLT menus part:
- Overlap with configuration of * can (must) in principle be filled
offline reconstruction jobs and interactively:
offline property DB efforts « difficult : consistency of all parts
» use of GUI to ease the operation:
TriggerTool
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Set of offline packages required at Point1

¢ Recent analysis of packages contained in release 11.0.1
¢ Analysis of the cmt requirements files (use statements etc.) as well as
of the include statements in the c++ code
¢ Ideally these two should coincide - not always the case
Conservatively, use union of the two in order not to miss any dependencies -
so the obtained set of packages may by slightly too large

¢ Done for “project based” builds

¢ No need to wait for this feature - the set of packages possibly used by
HLT is independent and could be extracted also from the monolithic
build

¢ The move to project based builds has sorted packages nicely into
unidirectionally-dependent sets of packages: the 7 projects from Core
via Trigger to Analysis

¢ For now (and including release 12) monolithic and project builds will be
done in parallel
¢ Current list of offline packages needed by HLT is on CVS
[atlastdaq]LVL1/TrigConf/releasetools/doc/athena-for-trigger.out
Format: (project) package
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Externals

total 56

trigger uses 13
moni uses 19 (+6)

+

AtlasCore

total 84 (+28 ext.)
trigger uses 33
moni uses 36 (+5)

+

AtlasConditions
total 138 (+11 ext.)
trigger uses 51
moni uses 57 (+10)

AtlasEvent

total 170 (+4 ext.)
trigger uses 77
moni uses 97 (+28)

3 N

Release 11.0.1
total 875

trigger uses 286

moni uses 333 (+149)

influenced by
LCG+Gaudi
changes

influenced by
bytestream format |
changes !

AtlasReconstruction
total 150 (+1 ext.)
trigger uses 31

total 147

AtlasSimulation

trigger uses 0

trigger uses 0
moni uses 58 (+58)

moni uses 22 (+18) moni uses 0
AtlasTrigger
total 68
trigger uses 65
moni uses 5 (+0)

"""" e R
AtlasAnalysis monitoring |
total 62 (+2 ext.) changes '

______________________________________

Statistics for 11.0.1 packages

Total of 875 packages in release including
externals (excluding some others)

Only a fraction needed at Point1

AtlasTrigger needs 286 packages from Offline
(plus HLT+online packages)
¢ HLT does not depend on Simulation or Analysis
¢ Important for the stability of HLT operation
+ less frequent software changes

¢ Kkeep monitoring in separate processes and
processors - avoid HLT crashes

¢ 666 instead 286 packages when using coarse
(entire projects) granularity

Monitoring is part of AtlasAnalysis which uses
333 packages
¢ 149 of which are in addition to Trigger needs

These numbers may still change a bit
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TriggerTool

» TriggerTool is an interface to TriggerDB.

» central tool for:
» experts to prepare and change (LVL1 + HLT)
menus consistently.
* restricted menu changes online (by shift crew)
« offline users to browse the DB (the menus)
and extract files (maybe also via command
line)
» covers online and offline use cases

Implementation :
- JAVA based stand-alone GUI
—> can be used on all platforms
 can access the TriggerDB from everywhere
(internet access required); PWD protected
* LVL1 part implemented, HLT part underway

File Mode

[ ‘Menus | items | Thresholds | Thresholdvalues | Nextrun | Others |

Field

Fields for currentl ly selected menu:

Modified by
Modified on

Version

thththth

nnnnn

|||||||
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TriggerTool: Shift Crew

 Limited functionality;
can only change

& TriggerTool: logged in as atltrig

File Mode
Menu: Prescale set:
lumi_01/0.1 ~ | | standard { 1.0 (lumi: 1.5) -|

p rO p e rti e S fO r th e n eX t Currently saved menu: lumi_01 /0.1 Currently saved prescale: standard / 1.0 ( lumi: 1.5)

run.

« Can only choose from |y =

trigger menus and
prescale sets that an

eXpert has made “Shift- Prescale 3 1000 EM25i /1.0 (3)

crew safe”.

« Can change prescales

Prescale 10 150

’ Save to database | ’ Edit this prescale set |
Field [ Value [ ltern name | Prescale enabled |

ID 1 [
Modified by atltrig [
Modified on 8/10/05 11:00 AM ]
Used in run false [
Version 1.0 ]
Lurni 1.5 [
Menu ID 1 [
Shift crew safe true [
Default false [
Prescale 1 10 MUZ2071.0 (1) [v]
Prescale 2 100 2MUG 7 1.0 (2) [v]

[v]
Prescale 4 10000 2EM15i41.0 {(4) [v]
Prescale 5 1 J20071.0 (5) [v]
Prescale 6 10 3J9071.0 (6) [v]
Prescale 7 10 4J6511.0(7) [v]
Prescale 8 10 TAU25+xE3071.0 (8) [v]
Prescale 9 100 JA0+xEBD S 1.0 (9) [v]

[v]
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Next steps for the Trigger Tool

» Extension of functionality to HLT (DB population, consistency
checks, connection to L1)

» Incorporate consistency constraints on CTP hardware (by
calling the existing CTP trigger menu compiler)

» Incorporate xml-write capabilities (exist for L1, worked on for
the HLT

» Adjustments to DB schema for “next-run” procedure for shift
crew

» More flexible access control for users (read only access for the
real TriggerDB for users, possibility to specify private copies to
manipulate it with expert privileges, ...)

» Make sure all functionality is there for Oracle & MySQL
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« “easy’ preparation of
new menus

« changing data,
adding, removing,
creating copies of
elements, etc.

e automatic internal
consistency checks
(important help!)

« Sophisticated
searches in TriggerDB e

possible

£ TriggerTool: logged in as atltrig

TriggerTool: e.g. Experts

File Mode

’ Main | HLT

Menus

earch criteria for menus

Fields for currently selected menu:

Field Value Use in search Field Value
D 0 [ 2
Modified by [ atltrig
Modified on  |8M10/0511:... ] i 8/10/05 10:46 AM
Usedinrun [false ] AJUsed in run false
Name <hame:= ] ~ | Name lumi_01
[_] Use advanced options LA 0.2
Phase lumi

Search | Shift-crew safe false

earched at 11 4 results found.

earch results @ Cliumi_01/0.2
lumi_01/0.1 - [CIMU20/1.0
lumi_01/0.2 @ CI2MUBi1.0
lumi_01/0.3 O CIMUB/1.0
lumi_01/0.4 ©- [ EM25i/1.0
- ©- [ 2EM15i11.0
©-[3J200/1.0
© 3490411

shown:
LVL1 part

g
{1 Editing : lumi_01 /0.1
ossible child items

“iCurrent child items.

lemp / 1.0

MU20 /1.0

2MU6 /1.0

EM25i /1.0
2EM15i / 1.0
J200/1.0

3J90 /1.0

4J65 /1.0
TAU25+xE30 /1.0
J50+XEG0 / 1.0

“Fields for lumi_01/0.1

v Field _Value

| AD 1

| IModified by atitrig
Modified on  |8/10/05 11:0.

{Usedinrun_ifalse

Name

Versi

as

~ lshiftcrews... |

3

ID
3J90/1.1 < |4 ﬂ”ﬂiﬁaﬂ 5 g:?'rulrgo& 11:01 AM
3J90 /1.2 o tndn.
“§Used in run false
“fMenu D 1
ditem D 3
e !
earch Flﬂellﬂ for items - ree view of currently selected item
= Field - Value Use in search § b9 TRee view: etails of currently selected threshold
5] v ErEEse e
Modiied by O ¢ Demsiino 1o el 3 e
Modified on(8/10/05 1116 AM O @ CIEM251/1.0] IModified by nabil
Used in run false Ol [ emzsitui 1.0 {Modified on
Name <name= = “{Usedin run false
= “iName EM25i
= “{version 1.0
L “Tyne EM
Group 0 Ll Bitnum 3
[l Use advanced options
Search
Searched at 11:16:41, 12 results found.
Save menu to database
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TriggerTool: Users

< TriggerTool: logged in as atltrig

File Mode
Main | HLT u
* Allows browsing of
Name: |lumi_01 Version: |0.2 l Search H XML Save
S ...................... F .em ..................................... Value ,,,,,,,,,,,,,,,,,,, th e TI’I g g erD B
© [ 2MUB /1.0 D 2
O CJEM25i/1.0 : Modified by nahil .
cQimins Gositn  Searching of menus
oS e —
© [ 4J65/1.0 Type MUON .
S Emuzseniis cT— « Export to XML file for
@ Cdumi_01/0.2 .
ol . ;
=i J standalone running
@ CIMUB1.0)
O CJEM25i/1.0
©- [ 2EM15i/1.0 :
,,,,,,,,,,,,,,,,,,,,,,,,, | DINameIVersmnITypelPTCut
2 |MUBTUll [1.0 |MUON 6
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Data Retrieval from DB for running

reminder : two data paths for both HLT and LVL1 (online and offline)

1) extraction of intermediate files (XML, JO) from TriggerDB

« allows standalone tests for e.g. development of new menus

» tests of online trigger without interference with the DB

« using formats compatible with current simulation input files

« very different format for LVL1 (XML), HLT menu (XML) and
HLT JO (PYTHON), first versions exist (except HLT menu, currently
under development (Andreas Hoecker)

2) direct read-out of configuration objects from TriggerDB

« the various clients contact the TriggerDB directly to get
their configuration objects ( first version for full LVL1 exist)

* to be used for the online running

« for production jobs on the grid (simulation, reconstruction)
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