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Online-Offline overlap areas - recent work

 High Level Trigger
 Update on trigger configuration (CHEP06)

 Data Streaming
 Where: RAW at Point1; ESD/AOD offline
 Inclusive vs exclusive streams

 Distributed data management
 Metadata from run control - into DQ2 at Point1 or Tier0

 Online Databases
 Task force work finished

 Software installation at Point1
 Offline + HLT-Monitoring procedure reasonable
 Needs further steps to integrate with online
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Trigger configuration - update

 Status presented recently at CHEP'06 in Mumbai (13-17 February)
 Paper also attached to this agenda
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TDAQ context of trigger configuration
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Level1 selection
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Level1 trigger configuration
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HLT selection and configuration
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Requirements on trigger (L1+HLT) configuration
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Overview of configuration system



March 13, 2006 Trigger etc. / hvds mpi 9

Trigger DB schema
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Trigger DB population and data retrieval
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Central Trigger Processor: menu compiler
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Trigger configuration - status
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Data streaming

 Study group has been set up December 2005
 About 12 participants, convenor hvds

 Participation from
 TDAQ, Software, Computing Model, Physics and Luminosity

 Tasks: perform numerical studies and give recommendation to COB
 Subjects under study

 Should we deviate from the "baseline" of Online-Tier0 task force and
Computing TDR: added flexibility/prioritization of Tier0 processing

 Implications for online and data management
 Interplay with luminosity blocks

 More on the web:
http://atlas.web.cern.ch/Atlas/GROUPS/SOFTWARE/COMMISSIONING/streaming.html

 Report on Trigger+Physics week (next week)
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Data streaming context
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Baseline for online: one bulk physics stream
plus express, calibration(s), debug/diagnostic
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Refined physics streams under study at present
(J.-F- Arguin, LBL)
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Some results for overlaps (prel.)
(J.-F- Arguin, LBL)
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Extra slides
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Distributed data management

Flow of Data and Metadata from the Cavern via Tier0
worldwide: Distributed Data Management

Primary metadata originate in RunControl and proceed via
COOL to cataloging in DQ2 (AMI: metadata DB)

DQ2 replicates sets of data files (datasets) to the remote
sites which can subscribe to datasets

Options under study:
CDR or DQ2 for data transfer
from Point1 to Tier0
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Online database task force

Databases usage
Online: for configuration and to store conditions
(including the actual configuration)

Offline: for retrieval / update of conditions and to
prepare future configurations

Task force

Convenor: Steinar S.

DB, Online, Detectors,
Commissioning participation

Report nearly finalized


