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Calibration and Alignment Tasks

The regular calibration tasks

Weekly synchronization of all drift-tube channels.

Daily determination of the r-t relationship of each

chamber.

Daily determination of the spatial resolution of each cham-

ber.

The regular alignment tasks

Initial alignment with straight muon tracks – 1 run with

no toroid field planned for the beginning of each year.

Alignment of chambers without optical alignment sensors

by means of tracks in overlaps with chambers equipped

with optical sensors.

Monitoring of the alignment with low-pT muon tracks.



Calibration and Alignment Data-Stream

Data-stream dedicated to calibration and alignment

Needed in order to collect sufficient statistics for

calibration and alignment.

Data in a level-2 trigger tower can be put out at a rate of

2.5 kHz.

Composition of the data stream:

2.25 kHz for calibration (∼ 1
3 to each calibration

centre).
250 Hz for alignment with overlap tracks
(100% to Munich, 0% to Rome and Michigan).

Size of muon-tower event: ∼1 kB.

Data volume for 15 h of data taking (1 run): 135 GB.

Data will be transmitted to the calibration centres in blocks

of 1-5 GB.
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Hardware and Software Requirements

CPU requirements

CPU power must be sufficient to process the events at

least as fast as the data rate (≈ 1 kHz).

Time to process 1 event: ≈ 0.1 ms.

→ 100 CPUs needed to process 1000 events/s.

MPI and LMU will provide 100 CPUs each in order to allow

reprocessing and to avoid night shifts for calibrators.

Disk-space requirements

The calibration centres should be able to hold the data

from the stream for one year.

→ 1 TB fileserver for incoming data + 5 TB fileserver for

data storage needed.

5 TB fileserver already provided by the MDT group for this

purpose.



Software Requirements

Software requirements

LCG+DQ2 as required for Tier-2 centres.

1 storage element for the calibration centre.

+ Oracle database server for the calibration database.

Only additional requirement to a Tier-2 centre.



Time Scale

A basic version of the calibration centre must be available

until end of this year to be ready for the CDC test

beginning of next year.

Basic version:

30 CPUs.
Final file server and storage element.
Oracle database server.

80% of the CPUs must be available summer 2007 to be

ready for the cosmic calibration and the first pp collisions.

100% of the CPUs must be available beginning of 2008

when LHC turns on collisions at 14 TeV.



Operation Plan

We expect that Tier-2 specific tasks are taken care of by

RZG or Tier-2 personal, i.e.

administration of the computing cluster,
installation of Grid tools,
installation of Athena,
administration of the Oracle database server.

Our jobs:

Installation of calibration and alignment software.
Operation of the calibration and alignment centre
(job submission, checks of calibration and alignment
results, checks of correct filling of the calibration
database).
Baseline plan: 2 shifts/day (7-15, 15-23) with 2
operators each (1 at MPI, 1 at LMU).


