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ATCA Option. Status. Tests done so far.
� Compute Node PCB, 2nd iteration in testing since ~1 year

mass production for Hades experiment starting at IHEP
18 boards planned for this year

� Tests done with preliminary results
� BootingBootingBootingBooting sequencesequencesequencesequence forforforfor 5 5 5 5 FPGAsFPGAsFPGAsFPGAs ((((bybybyby CPLD) CPLD) CPLD) CPLD) o.ko.ko.ko.k....
� OpticalOpticalOpticalOptical link BER test at 1.6 link BER test at 1.6 link BER test at 1.6 link BER test at 1.6 Gb/sGb/sGb/sGb/s forforforfor ~160 ~160 ~160 ~160 hourshourshourshours o.ko.ko.ko.k....
� FullFullFullFull----meshmeshmeshmesh ATCA backplane BER test ATCA backplane BER test ATCA backplane BER test ATCA backplane BER test o.ko.ko.ko.k....
� ATCA power ATCA power ATCA power ATCA power managementmanagementmanagementmanagement bybybyby ATMEL ATMEL ATMEL ATMEL MicrocontrollerMicrocontrollerMicrocontrollerMicrocontroller addaddaddadd----onononon boardboardboardboard

2nd 2nd 2nd 2nd iterationiterationiterationiteration of PCB of PCB of PCB of PCB producedproducedproducedproduced in Giessen (in Giessen (in Giessen (in Giessen (mastermastermastermaster thesisthesisthesisthesis))))
temperaturetemperaturetemperaturetemperature readoutreadoutreadoutreadout o.ko.ko.ko.k....

� GB GB GB GB ethernetethernetethernetethernet bybybyby PowerPCPowerPCPowerPCPowerPC on FPGAon FPGAon FPGAon FPGA
((((LinuxLinuxLinuxLinux and and and and VxWorksVxWorksVxWorksVxWorks testedtestedtestedtested, >0.2 , >0.2 , >0.2 , >0.2 Gb/sGb/sGb/sGb/s achievedachievedachievedachieved))))

� AlgorithmsAlgorithmsAlgorithmsAlgorithms::::
1. Track 1. Track 1. Track 1. Track finderfinderfinderfinder forforforfor HADES HADES HADES HADES implementedimplementedimplementedimplemented on ML405 on ML405 on ML405 on ML405 boardboardboardboard (Virtex(Virtex(Virtex(Virtex----4)4)4)4)
withwithwithwith real real real real datadatadatadata, , , , factorfactorfactorfactor ~20 ~20 ~20 ~20 fasterfasterfasterfaster thanthanthanthan PCPCPCPC
2. Event 2. Event 2. Event 2. Event decoderdecoderdecoderdecoder forforforfor Hades (real Hades (real Hades (real Hades (real datadatadatadata in RAM, in RAM, in RAM, in RAM, 
>0.15 >0.15 >0.15 >0.15 Gb/sGb/sGb/sGb/s achievedachievedachievedachieved, DMA , DMA , DMA , DMA sizesizesizesize notnotnotnot optimizedoptimizedoptimizedoptimized))))
3. 3. 3. 3. HoughHoughHoughHough transformtransformtransformtransform helixhelixhelixhelix tracktracktracktrack finderfinderfinderfinder withwithwithwith lookuplookuplookuplookup tablestablestablestables
forforforfor Panda FPGA Panda FPGA Panda FPGA Panda FPGA implementationimplementationimplementationimplementation ongoingongoingongoingongoing ((((Ph.DPh.DPh.DPh.D. . . . thesisthesisthesisthesis))))
importantimportantimportantimportant workworkworkwork forforforfor helixhelixhelixhelix extrapolationextrapolationextrapolationextrapolation of HLT of HLT of HLT of HLT tracktracktracktrack
((((eveneveneveneven ifififif standstandstandstand----alonealonealonealone PXD+SVD PXD+SVD PXD+SVD PXD+SVD tracktracktracktrack finderfinderfinderfinder isisisis abandonedabandonedabandonedabandoned))))

� About 1-2 years advantage in timescale
vs. PC based option



3-dim Algorithm
(see extra slides in the INDICO)
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Content

� How to get more buffer?

� new Compute Node PCB
� more buffer in one ATCA crate

� 1. event builder (factor 2)

� 2. a few new thoughts on a PXD stand-alone
data reduction (1st pass clean-up)
> in order to free memory

� 3. data compression („gzip“) for PXD data
not covered today, but not given up yet
(note: mpeg-2 gives factor ~2 for SVD 1 data,
shown at NARA DAQ Workshop 2003)

� Timelines

� (many) Questions
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New Compute Node Proposal by IHEP and Giessen

� 2 specific hardware modifications required
for Belle-II PXD readout only

� 4 GB RAM per 1 FPGA
� high speed optical links >5 Gbit/s

(this means: new transceivers and new FPGAs)
� New approach by IHEP group:

Carrier Board w/ Advanced Mezzanine Cards 
follow AMC.0 R2.0 specification
of PICMG 
PCI Industrial Computers Manufacturers Group

� formfactor 7.4 x 18.0 cm

� 4 add-on cards per 1 Compute Node

New Compute Node
Event builder
1st pass clean-up

Talk by H. Xu, Q. Wang, PANDA DAQ Workshop, 14-16.04.
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AdvancedMC Connector

� various connector mount types are 
available for all AMC Connector styles, 
B, B+, AB, and A+B+. 

� fabric Interface

� 40 signal pairs allocated to the Fabric 
Interface

� System Management Interface

� 9 contacts allocated to the System 
Management Interface

� AMC Clock Interface 

� 5 signal pairs allocated to the AMC 
Clock Interface

� JTAG Test Interface

� 5 contacts allocated to the JTAG Test 
Interface

� Power/ Ground

� 8 contacts allocated to Payload Power
� 56 contacts to allocated to Logic Ground

� 2 contacts reserved

From PICMG AMC.0 R2.0 

Talk by H. Xu, Q. Wang, PANDA DAQ Workshop, 14-16.04.
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Development of Carrier Board

� Carrier Board with high bandwidth switch for neighbour-link

� Virtex-4 FX60 based – functions test
� 1 Virtex-4 FX60 FPGA

� 2GB DDR2 SODIMM 400Mbps

� 512Mb FLASH Memory

� 13x RocketIOs @2Gbps to backplane

� 2x Gbit Ethernet

� Schematic is ongoing, 
PCB will be delivered in June/July

� Virtex-6 based – high performance 
� 1 Virtex-6 FPGA

� 2/ 4GB DDR3 SODIMM 800Mbps

� 512Mb FLASH Memory

� 13/26 RocketIOs @6.25Gbps to backplane

� 2xGbit Ethernet

This PCB will be developed
and existing in any case.

Talk by H. Xu, Q. Wang, PANDA DAQ Workshop, 14-16.04.
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Carrier Board Rev.1
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AMC Module 2, Virtex-6 based
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Subevent Builder
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Why event building?

� Only planned in the ATCA based option

� 1. To have 1st and 2nd layer of PXD 
correlated and combined
for data reduction algorithm

� a. for 1st pass clean up algorithm
(if possible)

� b. for extrapolation of HLT track
otherwise 2 separate extrapolations

� to 1st layer
� to 2nd layer
i.e. we are loosing the „tracklet“ in PXD for the data reduction

� 2. increase ATCA buffer memory by factor 2 (!)
it means: if it can be realized, then we will have 4 GB memory
already in the existing PCB solution (!)
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PXS Subevent Builder

optical links 
here not connected

Note: backplane
link is also RocketIO

40 FPGAs (data receive optical links) 
+ 10 FPGAs (routing to backplane)

40 FPGAs for
storing complete events
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RAM

RAM

RAM

RAM

wait for HLT

Notify all
bookkeeper FPGAs

Move (copy and delete) 
via ATCA backplane

receive data
by optical links



15

� The master FPGAs might also 
be able to provide
a BUSY signal (RAM is full) 
to Nakao-san.
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HOW TO SYNCHRONIZE DATA FRAGMENTS?

� There are 3 ways 
� 8-bit event number (also in SVD data)
� 64-bit time stamp (Nakao-san, 19.11.2009)
� PXD counter synchronized with the grand system clock
(beam clock 508.89 MHz, divided by 5 on DHH),
written into the data on frontend 
(Hans Krüger, DAQ MiniWorkshop Giessen 07.08.2009)

� guideline
� for PXD subevent building, we use the PXD counter
to identify event fractions, which belong to each other

� For PXD+HLT matching, 
we use a lookup table [PXD counter :: event number],
synchronize by event number,
and write the event number into the data
this lookup table needs to be synchronized

� 64-bit timestamp will not be in the PXD events 

(unless DAQ group requires it 
for the global event building)



Can PXD clean-up events
in a 1st pass stand-alone?

Even a factor 2 would be very effective.
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SVD occupancies

� Kibayashi-san, 
VERTEX2005, NIMA 569(2006)5

� Occupancy of SVD2 @ 15 nb-1 s-1 
(5 kHz trigger rate)

� Radius    Occupancy
1.5 cm beampipe
2.0 cm ~10%
4.35 cm ~4%
7.0 cm ~2%
8.8 cm ~2%

SVD online monitor
Exp. 71

10%
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Occupancy by background estimates for Belle-II

� arXiv:0810.4084v1 [hep-ex] 22 Oct 2008
sBelle Design Study Report

� occupancy is proportional to

� shapingshapingshapingshaping time, time, time, time, 
� thethethethe areaareaareaarea of of of of eacheacheacheach readoutreadoutreadoutreadout channelchannelchannelchannel andandandand
� 1/r1/r1/r1/r2222

� Current occupancy in SVD layer-1 
seems over-proportional
if this is ~ a * 1/r2

what is a?
1 cm? 10 cm ? 

� however, synchrotron radiation
is not coming from the IP
why scale with 1/r2 ??
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Fraction in Nano-Beam option
expected smaller
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Si Absorption Coefficient (Photon Energy Dependance)

10 keV

1 MeV

� I = I0 exp( - µ ρ x )

� ρ = 2.33 g/cm3

� Eγ=10 keV
µ=101 cm2/g
intensity on 1/e in 0,04 cm 
= 400 um 

� Eγ=1 MeV
µ = 10-1 cm2/g
intensity on 1/e in 4 cm

Synchrotron radiation
is low Eγγγγ ≃≃≃≃ 10 keV (?)
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� 1st pass clean-up would increase
ATCA buffer memory even more
by removing data (free memory)

� We would like to spend some development time
on studying this approach

� 2 ideas:

� removeremoveremoveremove singlesinglesinglesingle pixelspixelspixelspixels in 1st PXD in 1st PXD in 1st PXD in 1st PXD layerlayerlayerlayer????
maybemaybemaybemaybe lowlowlowlow EEEEγγγγ photonsphotonsphotonsphotons generategenerategenerategenerate
lesslesslessless 2222----pixel pixel pixel pixel clustersclustersclustersclusters????

� φ match and z match
of 1st and 2nd layer
even factor 2 would help!
(would increase buffer from 5 sec to 10 sec)
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PXD Occupancy, by random number generator

1% 2% 10%



Timelines
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Remarks about PC-based PXD DAQ

� A backup system is always a good idea.

� But PC based system might not be easier.
(“PC is easy” argument does not apply here)

� PCI express must be studied
RocketIO > FPGA
vs. 
RocketIO > FPGA > PCI Express > RAM > Pentium
even if multiple lanes (e.g. interrupt handling)

� has not been demonstrated yet by a prototype system

� is more expensive, factor ~2
(advantage:  KEK funds)

� no PXD subevent builder
before data reduction
(i.e. 1 HLT track w/ 2 PXD hits will not be possible)
maybe achievable reduction factor smaller x

x x

vs.
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Backup Slides
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� If we increase # of links from 44 to 88:
no problem (in 1 ATCA shelf there are 112 links)

� If we keep # of optical links to 44
optical links are tested for 1.6 Gbit/s
we need <5 Gbit/s

� changechangechangechange FPGAFPGAFPGAFPGA
VIRTEXVIRTEXVIRTEXVIRTEX----4 FX604 FX604 FX604 FX60----10  $ 904,10  $ 904,10  $ 904,10  $ 904,----
VIRTEXVIRTEXVIRTEXVIRTEX----4 FX604 FX604 FX604 FX60----11111111 $1131,$1131,$1131,$1131,----

� changechangechangechange opticalopticalopticaloptical link link link link transceivertransceivertransceivertransceiver
FTLF8528P2BCK $140,FTLF8528P2BCK $140,FTLF8528P2BCK $140,FTLF8528P2BCK $140,----
FTLF8519P2BNL $ 45,FTLF8519P2BNL $ 45,FTLF8519P2BNL $ 45,FTLF8519P2BNL $ 45,----

� Price per 1 compute node
increases by ~20% 
(from $ 8100,- to $ 9995,-)
> must reduce # of CN from 14 to 11 to keep budget

Modification of CN
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