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Distribute L1 trigger to everywhere needed, without losing
(need some mechanism to avoid that)

Minimize the deadtime
(need careful design)

Do various fast controls
(because this is the only route)

TODAY: find out any possible inconsistency in the PXD timing
signal handling
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Trigger Timing Distribution (TTD) system is a tree-like network
between the central DAQ and your front-end readout boards
(and COPPERs), based on unified components and protocols:

To distribute

Clock

L1 Trigger

Fast control signals

and to collect

Fast status information

timing distribution master

sub-detector level

sub-detector region level

L1 trigger decision from GDL

Reduced RF clock (via B-PID)

Other fast and slow control

Run monitor

Event info to data

front-end board level

(inhibit by HV trip, run start, etc.)
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TTD for the door-to-door delivery of necessary signals,
no additional in-house distribution system (please)

Based on bad experience at Belle: SEQ, SVD (TTM) and TTD
(for COPPER), all had (different) problems

SVD agreed
to receive
timing signals
at each board
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Hardware
dummy horizontal text dummy horizontal text dummy horizontal

text dummy horizontal text dummy horizontal text dummy hori-

zontal text
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FTSW: 1-to-20 front-end timing-signal switch module
(single type module to cover everything)

Off-the-shelf LAN cables to carry serial-link LVDS signals
(up to 30 m length where front-end boards located)

Xilinx Virtex5 LXT or Spartan6 LXT FPGAs at the frontend
with requested peripherals (connectors, etc)
(Other FPGA are not in consideration now. Any request?)

Unified timing receiver logic in the frontend FPGA

COPPER (and TT-RX) for most of the sub-detectors for fast
signals at the backend entry point

These are designed to work with the unified datalink (Belle2link)
for most of the detectors, but it should also apply to PXD except
for COPPER related items.
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24-port RJ-45 on
double-width 6U VME

1x SiTCP

1x JTAG-in-LVDS

1x General I/O

1x Rx port

20x Tx ports

Not necessarily be in VME,
control from SiTCP
(on-detector) or JTAG
(inside-detector)

Single 5V power for VME
Single 3.3V power if not VME

VME

P1: SiTCP
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Xilinx
9500XL
CPLD

Xilinx
Spartan6
or Virtex5
FPGA

D2

D3

D4

D5

D6

D7

D14

D16

D18

D20

D22

D24

D2

D3

D4

D5

D6

D7

D2

D4

D6

D8

D10

D12

P3..P4: directly
connected to FPGA

jitter
cleaner

P2: JTAG JTAG
receiver

Ethernet
PHY

CLOCK 127MHz
SERIAL OUT 254 Mbps
SERIAL IN 254 Mbps
RESERVE (bi-directional)

Serial lines over a LAN cable

Front-end Timing
Switch Module

Prototype production this summer is under preparationTr
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Since location of modules are in E-hut, on-detector or inside-detector,
20–30m cable length is needed (15m may be OK in some cases)

Standard LAN cable pairing

1–2 pair for clock out

3–6 pair for serial data out

7–8 pair for serial data in

5–4 pair for reserve
(direction not decided)

Off-the-shelf LAN cable is
desireable

CAT 7 shielded twisted cable
(thick and heavy. . . )

Flat CAT 7 shielded twisted
cable would be nice for
inside-detector cablingTr
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Clock
dummy horizontal text dummy horizontal text dummy horizontal

text dummy horizontal text dummy horizontal text dummy hori-

zontal text

Tr
ig

ge
r

T
im

in
g

D
is

tr
ib

ut
io

n
—

M
.N

ak
ao

—
p.

9



509 MHz (508.87 MHz) and beam-revolution (REVO) signal
from KEKB at a ultra-stable frequency (O (a few ppm))

127 MHz low-jitter clock is generated by B-PID (div by 4)

127 MHz (always) and REVO signal (not always) are
distributed to the front-end FPGA via TTD network

Clock frequencies are synthesized in the front-end FPGA

127 MHz — B-PID, datalink? (, GDL)

101 MHz — PXD-DHH (can’t run at 127 MHz?)

63 MHz — ?

42 MHz — ECL(, COPPER)

32 MHz — SVD, CDC, B-PID

2 MHz — ECL (. . . not necessarily the complete list)

These clocks are jitter cleaned to O(a few 10ps) and
synchronized to the REVO signal

Tr
ig

ge
r

T
im

in
g

D
is

tr
ib

ut
io

n
—

M
.N

ak
ao

—
p.

10



Cable attenuation/jitter (attached with a CAT6 relay adaptor)

cable jitter swing

reference 11.6ps 555mV

CAT5e STP 1m 15.0ps 490mV

CAT5e UTP 10m 27.8ps 339mV

CAT5e UTP 15m 32.4ps 314mV

CAT5e UTP 50m 65.8ps 152mV

CAT6e UTP 10m flat 41.3ps 258mV

cable jitter swing

CAT6e UTP 15m flat 75.0ps 132mV

CAT6e UTP 20m flat 97.5ps 93mV

CAT7 STP 10m flat 24.9ps 321mV

CAT7 STP 15m flat 39.6ps 240mV

CAT7 STP 20m 24.0ps 376mV

CAT7 STP 30m 30.2ps 286mV
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PLL in Virtex5 can be used as a jitter cleaner

Test 1: jitter cleaning of good clock (1m cable connection)
16.9ps⇒ 14.7ps

Test 2: jitter cleaning of bad clock (50m cable connection)
43.2ps⇒ 15.3ps

These jitters are not good enough for Barrel PID, but maybe
OK for most of other subdetectors

Dedicated jitter cleaner chip (e.g., TI CDCE62002) should
do a better job (planned at every SW module, but not at
the subdetector readout board).
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Trigger over Serial-Link
dummy horizontal text dummy horizontal text dummy horizontal

text dummy horizontal text dummy horizontal text dummy hori-

zontal text
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Trigger timing is determined at GDL with a few ns resolution
(with B-PID trigger, or otherwise ∼20ns from ECL)

Will be quantized to the 127 MHz clock

Instead of directly sending this signal, it is encoded in a
serial-data word (24 or 32 bit) that is distributed every ∼200
ns or less, including the flag for the L1 decision
(5-bit fine timing info within ∼200 ns coarse timing)

This leads to a line rate of 127 to 254 Mbps

Trigger timing is recovered at F/E (∼60 ns long pulse)

The same serial data word to carry various other info

Revo signal timing

Trigger tag and timing source info (B-PID, ECL or other)

Various control signal such as RUN START

Design based on Belle COPPER/TTD experiences
(10-bit over 508 Mbps for control, fine trigger timing was not encoded)Tr
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Direct connection of serial lines to FPGA
(external SERDES requires too many traces for parallel lines)

Serialization and deserialization in FPGA

254 Mbps may be already slow enough to be directly
programmed in FPGA.

Dedicated SERDES will have better timing performance,
ISERDES/OSERDES (Virtex5) or
ISERDES2/OSERDES2 (Spartan6)

Delay adjustment from the serial data is needed
IODELAY in Virtex5/Spartan6

Other advantages

No clock recovery from serial data, smaller latency

Many ISERDES/OSERDES port in one FPGA
(e.g., much more than RocketIO ports)
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Up to 6 bits (Vertex5) or 5 bits (Spartan6)

4-bit × 8-clock-cycle (63 MHz) to make a 32-bit word

Rotation inside 8-clock-cycle word with 63 MHz logic

Bit-rotation inside 4-bit by ISERDES

Two clocks (254MHz and 63MHz) generated by single PLL

Tr
ig

ge
r

T
im

in
g

D
is

tr
ib

ut
io

n
—

M
.N

ak
ao

—
p.

16



V5

MGT-FINESSE

SFP

RJ45

3 LVDS pairs V5

MGT-FINESSE

SFP

RJ45

3 LVDS pairs
LX30T LX30T

V5

MGT-FINESSE

SFP

RJ45

3 LVDS pairs V5

CDC-PROTOTYPE

SFP

RJ45

4 LVDS pairs
LX30T LX50T

COPPER
CPU
for
control

COPPER
CPU

for
control

COPPER
CPU
for
control

No control
or monitor

High speed oscilloscope

AC coupled

Full control of a Virtex5 FINESSE card from CPU

2.5 Gbps oscilloscope with jitter measurement capability

Single direction test and round-trip test
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254Mbps signal (left-top)
after 15m cable (left-bottom)

after FPGA buffer
(right-bottom)

seems marginally OK

Clock phase to be tuned
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Test with MGT-FINESSE→ MGT-FINESSE

No automatic bit-rotation and quartet rotation yet, hand
adjustment by seeing data

Every single bit transmission was checked

Round-trip test of O(104) random 32-bit pattern was
successfully transmitted

Long-term test yet to be done

Test with MGT-FINESSE→ CDC-PROTOTYPE

AC-coupled, single-bit in 32-bit cannot be transmitted

Random data test: stopped at 2188th pattern with 12-bit
sequence of high (expected)

Should be OK with proper encoding
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Deadtime
dummy horizontal text dummy horizontal text dummy horizontal

text dummy horizontal text dummy horizontal text dummy hori-

zontal text
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Trigger rate: max 30 kHz

Deadtime fraction ∼ 3.4% at 30 kHz (already slightly violated)

Key parameters

Depth of the ring buffer (Nbuf)

Minimum time interval between two triggers (tin)

Latency of processing the trigger (tout)
Example (SVD), should be the worst case:

fRCLK = 32 MHz, Nbuf = 5, tin = 189 ns, (6clk) tout = 26.4 µs (6×140clk)

Main points

Processing multiple (=5) trigger at the same time

No back pressure at most of the steps (careful buffering)

Handshake at the very front-end for the conditions
above

Handshake at the very back-end (of datalink) for buffers
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Trigger rate: max 30 kHz

Deadtime fraction ∼ 3.4% at 30 kHz (already slightly violated)

Key parameters

Depth of the ring buffer (Nbuf)

Minimum time interval between two triggers (tin)

Latency of processing the trigger (tout)
Example (SVD), should be the worst case:

fRCLK = 32 MHz, Nbuf = 5, tin = 189 ns, (6clk) tout = 26.4 µs (6×140clk)

Main points

Processing multiple (=5) trigger at the same time

No back pressure at most of the steps (careful buffering)

Handshake at the very front-end for the conditions
above

Handshake at the very back-end (of datalink) for buffers

GDL
TTD

master
TTD
local TTRX

data
link
rx

data
link
tx

TTD
rx

r/o
chip

F/E
proc

COPPER

t_gdl: 5µs t_trig: 0.5µs?  (40m cable + 3 stages of FPGA routing)

t_fifoful: 0.8µs

trig

ack

data

analog
signal

t_sig << t_gdlt_out:
26.4µs

t_opt:
0.4µs + amount proportional to datasize

5

1

TTD
SW

trig 5

1
(fifoful)

t_response: 1.0µs  (40m cable + 3 stages of FPGA logic and routing)

TTD
SW

single
FPGA

32

4

t_in:
>189ns

6
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FE->TX TX->RX RX->CO FE->TX TX->RX RX->CO

FE->TX TX->RX RX->CO FE->TX TX->RX RX->CO

These do not need flow control unless CO blocks

These do not work without flow control

FE TX RX CO

0 0

TTRX
TTD

FE TX RX CO

5

TTRX
TTD

FE TX RX CO

5 2 2 5+2+2+1

TTRX
TTD

Normal case (1 event in FE, some events in CO, TX/RX are empty)

1

Trigger block at FE (5 events in FE, some events in CO, TX/RX are empty)

0 0

Trigger block at CO (5 events in FE, 5+2+2+1 events free in CO, TX/RX are full)RFE < RCO
and RFE < RLK

COPPER: 42 MHz × 32bit⇒ Frontend: 31 MHz × 32bit?

RocketIO can control the data bandwidth by inserting IDLE
words (up to 3.125 Gbps)

Or RLK = RFE with RocketIO driven by 127 MHz (RF clock/4)Tr
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How to prevent the 6th trigger to be issued,
when 5 triggers are already being processed?

TTD counts number of issued trigger

TTD has to count number of processed trigger, too

Therefore, frontend (timing) firmware needs to receive a
response signal when processing the trigger is finished.

When the 6th trigger will be issued?

When all response signals for the 1st trigger are collected

It should happen in principle after ∼30 µs after 1st trigger

COPPER FIFO

Always space for 5+alpha events needed, otherwise
busy to TTD (alpha: discussed later)

No busy response is needed (no trigger is needed?)
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Interface
dummy horizontal text dummy horizontal text dummy horizontal

text dummy horizontal text dummy horizontal text dummy hori-

zontal text
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Xtal EPSON EG2121 LVDS
Frequency has to be decided
and may be dropped in the final design

SFP

RJ-45
CAT5E
(or better)

REFCLK

Tx

Rx

Any
LVDS
IO
pairs

RJ-45
CAT5E
(or better)

4ch LVDS
tranceiver
(e.g. SN65LVDT14)

TCK
TMS
TDI
TDO

Virtex5 LXT
or

Spartan6 LXT

No signal assignment specification

100 ohm termination,
if not in tranceiver,
and no AC coupling

20100407 version

1-2
3-6

5-4
7-8

1-2
3-6

5-4
7-8

jumper to disable
JTAG from RJ-45

Standard JTAG
programming connector
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In addtion to the RocketIO interface (SFP slot, Xtal) . . .

RJ-45 connector 1

1–2 pair (1: CLK+, 2: CLK−)

3–6 pair (3: SIN+, 6: SIN−)

5–4 pair (5: RSV+, 4: RSV−)

7–8 pair (7: SOUT+, 8: SOUT−)

All lines are AC coupled (0.1 µF or 1 µF)
(if DC coupling is needed in future, replace it with 0Ω register)

FPGA resources

one PLL, (and maybe one DCM)

IODELAY, IDELAYCTRL

(ISERDES, OSERDES are automatically available at the IOPAD)
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Signals to the frontend readout logic

Clock1,2 two out of 127, 101, 63, 42, 32, 2 MHz

Clock1,2 clocks are derived from 127 MHz→ 508 MHz div by n

REVO 100 kHz, 63 ns long pulse

Trigger timing synchronized to 127 MHz clock, 63ns wide

Trigger id and type available at the clock timing

RESET to start a run, synchronized to REVO signal, 1 REVO cycle long

Any other signal?

Signals from the frontend logic

Response signal for completion of processing for every trigger

Trigger id for the last processed trigger

READY signal kept HIGH during the run

READY signal asserted to LOW for a short time

READY signal asserting to LOW during the run in case of fatal error
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Initialization through the TTD serial link

RESET signal generated for a fixed period

One REVO cycle long, synchronized to the REVO signal

Wait for READY signal goes (H→) L→ H

No trigger will be issued for one more REVO cycle

Issued to start a run, but also issued just to check the status

Time stamp counter and trigger-id counter are reset to 0

Time stamp is incremented at every serial-link clock
(64-bit)

Trigger-idis incremented and checked at every trigger
(32-bit)

Both are attached through datalink, to uniquely identify
the event fragment and to test data synchronization

Is there any request for initialization that takes >10 µs?
(besides downloading FPGA via JTAG and constants via datalink)Tr
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After Radiation test by Gary, we propose to avoid using
configuration memories (and CPLDs) on the boards in the
radiation harsh area.

FPGA has to be programmed
remotely

PIN assignment (+ for odd / − for

even pins)

1–2 pair: TCK (input)
3–6 pair: TMS (input)
5–4 pair: TDI (input)
7–8 pair: TDO (output)

Both directions in one chip
(TI SN65LVDT14)

The same FTSW module to
distribute the JTAG signals
(DC coupled version)

L. Ruckmann, U Hawaii
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Recently I was asked how to access event related information in
some data. Now I think following data should be stored in MDST at
Belle2 (about 16 words or so). Some of the information may not be
necessarity related to TTD, but saving in the TTD datastream
guarantees that the information is saved.

Experiment number, Run number, Event number (= L1 TAG)

Event time in system clock (64-bit), event time in UNIX time

Bunch-id (0..5119)

Time since last HER injection, time since last LER injection

Time since last trigger inhibit, up to two sources (current limitter, HV trip)

Beam currents (LER, HER), instantaneous luminosity

Trigger type if available (i.e., timing source)

Time is in system clock (127 MHz) unit, for 32-bit, unless otherwise
specified. This list is kept in Belle2 Wiki.Tr

ig
ge

r
T

im
in

g
D

is
tr

ib
ut

io
n

—
M

.N
ak

ao
—

p.
30



Most if not all current TTD considerations are discussed
(even w.r.t. TDRv1.0)

To be converted into a technical note

Short-term plans

Radiation test preparation (FPGA, RocketIO, TTD and JTAG)

Power and JTAG interface were added to the
MGT-FINESSE board

Many small tests

FTSW board design — part selection mostly done, need
to decide whether Spartan6 or Virtex5 and logic size
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Insertion of a driver and receiver chip to “equalize” the
frequency response will allow for a better and stable
SERDES. (this functionality is in RocketIO, but not in
ISERDES/OSERDES).

This introduces a change to
what I previously said to
subdetector readout
boards

This will fix the direction of
the LVDS pair

Several chips are avail-
able in the market, survey
needed

Considering the drawbacks, equalizer is
not adopted.

Tr
ig

ge
r

T
im

in
g

D
is

tr
ib

ut
io

n
—

M
.N

ak
ao

—
p.

32



Danke schön!
backup backup backup backup backup backup backup backup backup

backup backup backup backup backup backup backup backup backup

backup backup backup backup backup backup backup backup backup

backup backup backup backup backup backup backup backup backup

backup backup backup backup backup backup backup backup backup

backup backup backup backup backup
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	Deadtime and handshake

