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SCATTERING REACTIONS @ LHC
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• short distance   “hard”

‣ high scales:   

• long distance   “soft”

‣ low scales:   

• non perturbative

‣ quarks & gluons    hadrons

102 − 103 GeV

𝒪(few GeV)

↭
⇝

evolution towards a 
physical observable state

M. Ubiali, P. Nason

Monte Carlo & Matching, 
Parton Shower Sessions



SCATTERING REACTIONS @ LHC

๏ Focus:    high momentum transfer 
                 &  clean signatures

๏ perturbation theory:

๏   &  

‣ 1% target         
                         

αs ∼ 0.1 αew ∼ 0.01

↔ 𝒪(αs2, αew)
⇝ 𝒪(αs3, αs αew)

3

σ = σ0 × (1 + αx + α2
x + α3

x + …)
fixed order:     LO    NLO    NNLO   N3LO …



THE MASTER FORMULA — COLLINEAR FACTORIZATION
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parton distribution functions

(non-perturbative, universal)


in principle, improvable
hard scattering


(perturbation theory)

systematically improvable
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non-perturbative effects

(power suppressed)


ultimately, limiting factor?



NLO — CONCEPTUALLY SOLVED? 

5
infrared singularities

+(
“virtual” “real”

) IR subtraction

(involved IR structure, 


numerical stability, 

construction)

fa|A(xa) fb|B(xb)

�̂ab

X

xaPA xbPB

PA

A

PB
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f

one-loop amplitudes

(all master integrals known,


well understood: log, Li2)

automated 1-loop providers

๏ Gosam

๏ MadGraph5_aMC@NLO

๏ NLOX

๏ OpenLoops

๏ Recola

[Chiesa et al. '14]

[Frixione et al. '18]

[Honeywell et al. '18]

[Pozzorini et al. '19]

[Actis et al. '16]



NLO — PUSHING THE LIMIT*

๏ off-shell    high-multiplicity 
  large non-resonance effects? 
  particularly challenging for EW 

๏  processes
‣   ( )

‣   (VBS)

‣   ( )

‣   ( )

๏  processes
‣   ( )

๏  processes 
‣   ( )

⇝
↪
↪

2 → 6
pp → e+νeμ−ν̄μbb̄ tt̄

pp → 4ℓjj

pp → ℓ−
1 ν̄ℓ1

ℓ+
2 νℓ2

ℓ+
2 νℓ3

WWW

pp → e+e−μ+νμ jjb tZj

2 → 7
pp → e+νeμ−ν̄μbb̄H tt̄H

2 → 8
pp → e+νeτ+ντμ−ν̄μbb̄ tt̄W

pp → eeμμW+W� production (pp ! ⌫µµ
+⌫̄ee

�)
[Biedermann et al. ’16]

pT of a charged lepton system

enhancement of off-shell diagrams:

I DPA fails for pT,e�µ+ & 200 GeV

I can de identified already at LO
I double-resonant contributions:

e
� & µ+ tend to recoil against

each other

W+W� production (pp ! ⌫µµ
+⌫̄ee

�)
[Biedermann et al. ’16]

pT of a charged lepton system

�DPA
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enhancement of off-shell diagrams:

I DPA fails for pT,e�µ+ & 200 GeV

I can de identified already at LO
I double-resonant contributions:

e
� & µ+ tend to recoil against

each other

[Biedermann et al. ’16]

DPA

exactW+W−

[Denner, Pellen ’16]

[Denner et al. ’16–22]

[Schönherr ’18; Dittmaier et al. ’19]

[Denner, Pelliccioli, Schwan ’22]

[Denner, Lang, Pellen, Uccirati ’16]

[Denner, Pelliccioli ’21]

8 A. Denner, G. Pelliccioli : Combined NLO EW and QCD corrections to o↵-shell ttW production at the LHC

(a) Transverse momentum of the positron. (b) Transverse momentum of the antitop quark.

Fig. 7. Distributions in the transverse momentum of the positron (left) and of the antitop quark (right). Top panel: di↵erential
cross-sections (in fb) for LOQCD, LOEW (scaled by a factor 10), LOQCD +NLO1 and for the complete NLO, which is the sum
of all LO cross-sections and all NLO corrections. Middle panel: ratio of the LOEW, NLO1, NLO2, and NLO3 corrections over
the LOQCD cross-section. Bottom panel: ratio of the LO+NLO cross-section over the LOQCD+NLO1 one. Uncertainties from
7-point scale variations are shown in all panels for the LOQCD +NLO1 predictions.

to +30% (around 400GeV). In the soft part of the spec-
trum (pT,bb̄ < 150GeV), the NLO1 corrections are rather
flat, while in the large-pT region they grow positive and
become very large, similarly to the pT,tt̄ distribution. The
overall NLO corrections are very small below 150GeV due
to mutual cancellations among the three contributions,
while at larger transverse momenta the corrections are
dominated by the NLO1 contribution. Furthermore, rela-
tively to the LOQCD +NLO1 distribution, the combined
NLO corrections give a flat and positive e↵ect between
7% and 8% in the whole analyzed spectrum.

In all analyzed transverse-momentum distributions of
Figures 7–8, the LOEW contribution increases monotoni-
cally (relatively to the LOQCD one) but never exceeds 3%
of the LOQCD cross-section.

In Fig. 9(a), we display the distribution in the invari-
ant mass of the antitop quark, which in our setup can be
reconstructed from the Monte Carlo truth. The lineshape
is dominated by the Breit-Wigner distribution of the lep-
tonic decay of the antitop quark. The NLO1 corrections
are negative at the peak while below the pole mass they
give a very large enhancement to the LO result. Such a
radiative tail, coming from unclustered real radiation, is
also present, though less sizeable, in the NLO EW cor-

rections (unclustered photons). At values larger than the
top-quark mass, the distribution receives an increasingly
positive contribution from NLO1 corrections, while the
NLO2 ones give an almost flat correction of �10% to
the LOQCD cross-section. The LOEW contribution shows
a slightly wider distribution than the LOQCD one. This
could be attributed to the relatively larger contribution
of non-resonant background diagrams in the LOEW con-
tribution. Nonetheless, the impact of this di↵erence on
the full distribution is almost invisible owing to the very
small size of the LOEW contribution. The NLO3 correc-
tions behave di↵erently from the NLO1 ones, giving a
rather flat enhancement of the fiducial LO cross-section,
which is minimal around the peak (+11% at mt) and
mildly increases towards the tails (+20% at 200GeV,
+30% at 150GeV). This is due to the very large con-
tribution of the u(c)g partonic channel, which has a light
d(s) in the final state that cannot come from the radiative
decay of the top or of the antitop quark (di↵erently from
final-state gluons). As can be seen in the bottom panel of
Fig. 9(a), the total LO + NLO result is 12% higher than
the LOQCD +NLO1 one below the top-quark mass. This
enhancement is smaller at (4%) and above (7%) the top
mass.

pe+

T
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Fig. 1. Sample diagrams contributing to LOQCD (left) and to LOEW (right) cross-sections for o↵-shell ttW+ production in
the three-charged-lepton channel.

↵2
s↵

6 ↵s↵7 ↵8

↵3
s↵

6 ↵2
s↵

7 ↵s↵8 ↵9

QCD QCD QCDEW EW

LOQCD

NLO1 NLO2 NLO3 NLO4

LOEW

Fig. 2. Contributing perturbative orders at LO and NLO for ttW hadro-production in the three-charged-lepton channel.

Fig. 3. Sample contributions to the virtual corrections at order O(↵2
s↵

7) for o↵-shell ttW production in the three-charged-
lepton channel: QCD corrections to the LO interference (left) and a contribution that cannot be uniquely attributed to either
the QCD corrections to the LO interference or the EW corrections to the LOQCD (right).

LO interference are non-vanishing only if the radiated
gluon is emitted by an initial-state light quark and ab-
sorbed by a final-state b quark or top quark (or the other
way around). A sample contribution is shown in Fig. 5
right. These corrections, although necessary to account
for all O(↵2

s↵
7) contributions, turn out to be very small,

as detailed in Section 3.
To sum up, the full set of real partonic channels that

contribute to the NLO2 corrections is

u d̄ ! e+⌫e µ�
⌫̄µ ⌧

+
⌫⌧ b b̄ �

� u ! e+⌫e µ�
⌫̄µ ⌧

+
⌫⌧ b b̄ d

� d̄ ! e+⌫e µ�
⌫̄µ ⌧

+
⌫⌧ b b̄ ū

9
=

;EW corr. to LOQCD

and

u d̄ ! e+⌫e µ�
⌫̄µ ⌧

+
⌫⌧ b b̄ g

gu ! e+⌫e µ�
⌫̄µ ⌧

+
⌫⌧ b b̄ d

g d̄ ! e+⌫e µ�
⌫̄µ ⌧

+
⌫⌧ b b̄ ū

9
=

;QCD corr. to LO int.,

where u and d stand for up-type and down-type quarks,
respectively (of the first and second generation).

The vanishing LO interference implies that the cor-
responding EW corrections vanish as well, since addi-
tional EW propagators (virtual contributions) and ra-
diated photons (real contributions) do not modify the

LO colour structure. Therefore, the only NLO corrections
that contribute at order O(↵s↵

8) are genuine QCD cor-
rections to the LOEW cross-section. This order is labelled
as NLO3 in Fig. 2. By simply counting the powers of ↵s

the NLO3 corrections are expected to give a smaller con-
tribution than the NLO2 ones. However, at the inclusive
level [29] and in the narrow-width approximation [37, 38],
they are noticeably larger than the NLO2 ones. This re-
sults from the fact that this perturbative order is domi-
nated by hard real radiation diagrams in the gluon-quark
partonic channel that embed the tW scattering process
[1]. Sample diagrams are shown in Fig. 6. Thanks to the
genuine QCD nature of the NLO3 corrections, it is pos-
sible to match them to a QCD parton shower with no
subtleties due to EW corrections, as it has been done in
Refs. [37, 38].

The last NLO perturbative order, O(↵9), is furnished
by the EW corrections to the LOEW process. It has been
shown at the inclusive level that such contributions are
at the sub-permille level [30], as expected by näıve power
counting. Even with a substantially larger data set than
the one of Run 2 (i.e. 3000 fb�1 at the high-luminosity
LHC) these EW e↵ects are out of reach in a realistic

๏ NLO1    QCD corr.   (scl) 
๏ NLO2    EW corr.   –
๏ NLO3    QCD to LOEW  ( NLO2) 

                 –  
๏ NLO4   negligible 
๏ EW corr. beyond NLOQCD    

∼ ±5 %
∼ −(3 15) %
∼ >

+(10 14) %
∼

> Δscl

J. Lindert

6

* another frontier: 
   loop-induced,  polarization, …

G. Pellicioli



NNLO — THE BUILDING BLOCKS & CHALLENGES

7
infrared singularities

+(
“double virtual” “real-virtual”

+ )
“double real”

IR subtraction

(involved IR structure, 


numerical stability, 

construction)

fa|A(xa) fb|B(xb)

�̂ab

X

xaPA xbPB

PA

A

PB

B

f

one-loop amplitudes

(evaluation in singular


& unstable regions)

two-loop amplitudes

(new class of functions, 


combinatoric &

algebraic complexity)

L. Tancredi



WHAT CAN WE DO TODAY? — THE NNLO TIMELINE

Tremendous progress in the past —  years! 
   under good control;   good progress

∼ 5 10
↪ 2 → 2 2 → 3

8

Z+b-jet
VH

nested soft-coll.

γγγ2jets

Z@𝒪(αsα)

WH

WH( )mb ≠ 0

2020 2021

WH+jet

γγ

+jetγγ

3jets

W+c-jet

γγγ Z@𝒪(αsα)
bb̄

Hjj(VBF)

Hjj(VBF)

2022

W@𝒪(αsα)

 (+frag)γ + X

gg → ggg

tt̄H

K. Ellis (colour-less), D. Lombardi  ( ),  A. 
Ratti ( ), J. Mazzitelli ( ), M. Grazzini ( ), 
L. Buonocore (massive f.s.), L. Rottoli (f.s. jet)

VV
bb̄ tt̄ tt̄H

[timeline adapted from M. Grazzini]
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DIFFERENT METHODS*

➤ Antenna
 [Gehrmann–De Ridder, Gehrmann, Glover ’05]


➤ CoLorFul
 [Del Duca, Somogyi, Trocsanyi ’05]


➤ qT-subtraction
 [Catani, Grazzini ’07; MATRIX]


➤ STRIPPER (sector-improved residues)

[Czakon ‘10]


‣ nested soft-collinear

[Caola, Melnikov, Röntsch ’17]  


➤ N-jettiness
 [Gaunt, Stahlhofen, Tackmann, Walsh ’15]  

[Boughezal, Focke, Liu, Petriello ’15; MCFM]


➤ Projection-to-Born
 [Cacciari, et al. ’15]  


‣ Geometric,  Local analytical Sectors
[Herzog ’18] [Magnea et al. ‘18]

* Subtraction  &  Slicing

๏ in general: measurement function

‣ fiducial cross sections

‣ differential distributions

‣ reconstruction (jets, , …)


➡ massage expression to render 
intermediate objects finite          
(suitable for MC integration)

γ }ℱ(n)
obs



INDEPENDENT CALCULATIONS  —    3! H + jet ×

๏ very complex calculations    validation!

‣ long-standing [~’15] discrepancy in  
  only resolved in [’19] 

๏ benchmark approaches

↭

H + jet
↪

10

[Boughezal, Focke, Giele, Liu, Petriello ’15]

[Campbell, Ellis, Seth ’19]

J
H
E
P
1
0
(
2
0
1
9
)
1
3
6

Figure 6. The rapidity distribution of the Higgs boson computed at NLO and NNLO using MCFM,
in the NNLOJET setup. The NNLO coefficient is calculated using both ε = 2.5×10−5 and ε = 10−4

in the boosted definition of T1. The lower panel shows the ratio of the NNLO and NLO results.

4 Comparison with BCMPS

We now turn to a detailed comparison with results obtained using the calculation of

Boughezal, Caola, Melnikov, Petriello and Schulze (BCMPS) [3]. Apart from being a

cross-check with a different calculation, this comparison provides additional insight since

the setup is slightly different.2 The setup for the comparison is as follows:

LHC,
√
s = 13 TeV, µR = µF = mH = 125 GeV,

pjetT > 20 GeV, anti−kT algorithm, ∆R = 0.4 (4.1)

PDF set : PDF4LHC15 nnlo mc

In addition, in the calculation of ref. [3] NNLO corrections to the 4-quark channels, that

first enter the calculation at NLO, are not included. The essential difference with respect

to the previous calculation is the slight reduction in the jet pT cut (from 30 to 20GeV),

2We thank Fabrizio Caola for providing detailed information on the calculation used in ref. [3] that is

used for this comparison.
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LHC. The insets show ratios of di↵erential cross sections at di↵erent orders in perturbation theory

for the factorization and the renormalization scales set to the mass of the Higgs boson.

The latter includes the transverse momentum and the rapidity distributions as well as the

distribution of the photon decay angle in the Collins-Soper reference frame. We can compute

all these kinematic distributions through NNLO in perturbative QCD, using exactly the same

setup that the ATLAS collaboration employs in the actual measurement.

We begin with the discussion of the rapidity and the transverse momentum distributions

of the Higgs boson in events with at least one jet, see Fig. 2. The pattern of radiative

corrections is similar to the fiducial cross section case that we just discussed. In the two

plots in Fig. 2 the relative magnitude of radiative corrections is illustrated in lower panes,

where ratios of NLO to LO and NNLO to NLO distributions at µ = mH are displayed. We

will refer to such ratios as K-factors. We note that similar to the case of the inclusive Higgs

boson production pp ! H, the NNLO enhancement of the Higgs boson rapidity distribution

in pp ! H + j process is independent of the rapidity. On the contrary, the K-factors

for transverse momenta distributions have a more interesting shape. Indeed, we observe

the instability of d�/dp?,H at the value of the Higgs boson transverse momentum equal to

the value of the jet transverse momentum cut. This is the manifestation of the so called

Sudakov-shoulder e↵ect [27]. Just above p?,H ⇠ 30 GeV, the NNLO corrections are small

but they increase to about 30% at around p?,H ⇠ 75 GeV and then start to decrease again.

Next, we consider kinematic distributions of the QCD radiation that accompanies the

Higgs boson production. The rapidity and the transverse momentum distributions of the

hardest jet are shown in Fig. 3. Similar to the QCD corrections to the Higgs boson rapidity

9
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Figure 7. Transverse momentum distribution of the Higgs boson compared to data from ATLAS [3]
and CMS [4]. Upper panels are absolute cross sections, lower panels normalized to σH .

H+jet cross sections, the agreement is considerably better than for the ATLAS measure-

ment at 8TeV, figure 2. Normalising the data and theory predictions to the fiducial cross

sections does not alter this agreement, but leads to an increase in the theory uncertainty.

3.3 Comparison with preliminary 13TeV data

The transverse momentum distribution of the leading jet, figure 9, and of the Higgs boson 10

were both measured by ATLAS up to transverse momenta of 200GeV. The measurements

agree well with our NNLO predictions in shape and normalisation already for the absolute

distributions, except for the highest bin in the Higgs transverse momentum distribution,

which is measured to be about two standard deviations above the theory prediction. As

already observed for the jet multiplicity at 13TeV, this quantitative agreement persists for

the normalised distributions.
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Figure 6: Same as Figure 5, but for the transverse momentum spectrum of each photon.

at LO since these two photons need to recoil against the hardest photon �1. As a consequence,
the LO cross section vanishes for ���1,�2 < 2⇡/3 and ���2,�3 > 2⇡/3, respectively. Those phase
space regions are filled only upon inclusion of real QCD radiation through higher-order corrections,
which is required to overcome the kinematic constraints at LO. Accordingly, the NLO (NNLO)
predictions in these regimes are e↵ectively only LO (NLO) accurate, which is reflected by the
increased size of both corrections and uncertainty bands. We find that back-to-back configurations
of �1 and �2 are still preferred at higher orders, whereas the distribution of the azimuthal separation
between �2 and �3 becomes much more uniform when adding higher-order corrections.

In the central plots of Figure 8 we show the invariant-mass and transverse-momentum distributions
of the three-photon system. The invariant-mass distribution peaks around 100GeV. Below the
peak the distribution falls o↵ steeply with a lower bound imposed by the phase space selection cut
m��� � 50 GeV. In that low m��� region radiative corrections increase quite strongly. By contrast,
higher-order corrections become successively smaller in the tail of the m��� distribution, which
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Figure 1. Absolute pT (��) (left) and m(��) (right) di↵erential distributions. Shown are the predic-
tions in LO (green), NLO (blue), NNLO (red) QCD. The colored bands around the central scales are
from 7-point scale variation. The grey band shows the estimated Monte Carlo integration error in each
bin. The lower panel shows the same distributions but relative to the NLO central scale prediction.

Figure 2. As in fig. 1 but for the m(��) distribution subjected to di↵erent pT (��) cuts: pT (��) > 50
GeV (left), pT (��) > 100 GeV (center) and pT (��) > 200 GeV (right).

the invariant mass of the two photons m(��), the angle between the two photons in the

Collins-Soper frame �CS , the absolute di↵erence in rapidities of the two photons �y(��) =

|y(�1)�y(�2)|, the azimuthal angle between the two photons ��(��) and the absolute rapid-

ity of the photon pair |y(��)|. We also calculate the NNLO QCD corrections to the following

two-dimensional distributions: m(��) ⌦ pT (��) and �CS ⌦ m(��).

We first discuss the pT (��) di↵erential distribution which is of central interest to this

work. The distribution is shown in fig. 1. As can be seen from this figure, the NLO QCD

correction is very significant relative to the LO one. In particular, the scale uncertainty bands

at LO and NLO do not overlap anywhere. This behavior is easy to understand based on the

properties of inclusive diphoton production through NNLO. Clearly, a reliable prediction of

this observable requires the inclusion of, at least, the NNLO QCD corrections.

As can be seen from fig. 1 the inclusion of the NNLO corrections has a major stabilizing
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R3/2 = dσ3j /dσ2j ↭ αs

TRI-JET PRODUCTION [Czakon, Mitov, Poncelet ’21] [Hartanto, Poncelet, Popescu, Zoia ’22]

4

denominator on the right hand side are evaluated at the
matching order. The scale dependence of the di↵eren-
tial cross sections is shown explicitly to emphasize that
the scale choices in the numerator and denominator are
correlated.

In the upper two panels of fig. 4 we show the ratio
R3/2(pT (j1)). The ratio changes drastically when going
from LO to NLO mostly due to the change in the two-jet
cross section. The NNLO correction stabilizes the ratio
and leads to a very small scale dependence. The K

NNLO

factor slightly decreases for large momenta, however, it
is always fully contained within the NLO scale band. An
important observation is that the NNLO scale band is
very small in comparison to NLO, reducing it from about
10% down to 3%.

Next we consider the lower two panels in fig. 4, where
we show the ratio R3/2(HT ) for a central scale µ0 =
HT /2. This observable behaves similarly to R3/2(pT (j1))
albeit with a slightly larger scale dependence. The re-
duction in the scale uncertainty when going from NLO
to NNLO is of particular importance since this observ-
able is used experimentally for measurements of ↵S [5].
The leading source of perturbative uncertainty in this
data–theory comparison is the scale dependence. The
pdf dependence, which is not computed in this work, is
expected to be reduced in the ratio.

Jet rates are typically measured in slices of jet rapidity.
To demonstrate how our calculation performs in this sit-
uation, we divide the phase space in slices of the rapidity
di↵erence between the two leading jets

y
⇤ = |y(j1) � y(j2)|/2 , (8)

and define the ratio of the two- and three-jet rates as

R3/2(HT , y
⇤) =

d2
�3/dHT /dy

⇤

d2�2/dHT /dy⇤ . (9)

The NNLO prediction for this cross section ratio can
be found in fig. 5 . The prediction is shown relative to the
NLO one. The NNLO correction is negative across the
full kinematic range and, overall, behaves very similarly
to the one for the rapidity-inclusive ratio R3/2(HT ). This
remains the case as y

⇤ increases, at least in the range of
rapidities considered here.

IV. CONCLUSIONS

In this work we present for the first time NNLO-
accurate predictions for three-jet rates at the LHC. We
compute di↵erential distributions for typical jet observ-
ables like HT and the transverse momentum of the ith
leading jet, i = 1, 2, 3, as well as di↵erential three-to-two
jet ratios. Scale dependence is the main source of theoret-
ical uncertainty for this process at NLO, and it gets sig-
nificantly reduced after the inclusion of the NNLO QCD
corrections. Notably, the three-to-two jet ratios stabilize
once the second-order QCD corrections are accounted for.
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FIG. 4: The top two panels show R3/2(pT (j1)) (in absolute
and as ratio to NLO) and the bottom two panels R3/2(HT ).
The colours are the same as in fig. 1.

A central goal of the present work is to demonstrate
the feasibility of three-jet hadron collider computations
with NNLO precision. With this proof-of-principle goal
attained, one can now turn one’s attention to the broad
landscape of phenomenological applications for three-
jet production at the LHC. Examples include studies of
event-shapes [6, 39, 40], determination of the running
of the strong coupling constant ↵s through TeV scales
and resolving the question of scale setting in multi-jet
production. Another major benefit from having NNLO–
accurate predictions is the reliability of the theory uncer-
tainty estimates.

On the technical side, the enormous computational
cost of the present calculation (⇠ 106 CPUh) makes it
clear that further refinements in the handling of real ra-
diation contributions to NNLO calculations are desirable.

pj1
T

๏  with external mass 
  bottleneck:  2-loop amplitudes

๏ study bottom, BG to  & single-top …

2 → 3
↭

WH 4

FIG. 2. Transverse momentum distribution of the bb̄ system.
Same layout as in Fig. 1.

Turning to the di↵erential distributions, we present
the transverse momentum of the charged lepton, pT,`,
in Fig. 1, for the inclusive, as well as exclusive, phase
space selection. Focusing on the perturbative conver-
gence of the spectrum, we can draw similar conclusions
as for the fiducial cross section. In the inclusive case, we
find sizeable NNLO QCD corrections of ⇠ 20%, which
are barely contained in the NLO uncertainty. The cor-
rections have a tendency to increase at higher energies,
being the largest around pT,` ⇡ 100 GeV, similarly to
the NLO corrections. For the exclusive phase space, we
find positive corrections of about 7% for low pT,`, and
negative corrections of order ⇠10% for pT,` > 100 GeV.
Again, we observe that the decorrelated prescription to
estimate the uncertainty is more reliable.

The next two distributions characterise the b b̄ sys-
tem. In Fig. 2, we show the transverse momentum of
the b b̄ system, pT,bb̄. In terms of perturbative corrections
we find a similar trend as for the charged lepton trans-
verse momentum. Additionally, the absolute distribu-
tions highlight that the inclusive spectrum is, in general,
harder than the exclusive case, confirming the intuition
that the jet veto suppresses additional large transverse
momentum jets. In the case of exclusive phase space, this
di↵erential distribution can be understood as a proxy for
the W transverse momentum.

The distribution of the invariant mass of the b b̄ system,
Mbb̄, is shown in Fig. 3. This observable is interesting

FIG. 3. Invariant mass distribution of the bb̄ system. Same
layout as in Fig. 1.

when considering the QCD process Wb b̄ as background
to the Higgs-strahlung process WH(! bb̄). Around the
Higgs mass we can see that the NNLO QCD corrections
are about 20% in the inclusive selection and only ⇠5% in
the exclusive case. By comparing the two prescriptions
for estimating the uncertainty, we see that around the
Higgs mass the 7-point prescription implies a 2-3 times
smaller uncertainty than the decorrelated method.
The reader is invited to find our results for other ob-

servables in the auxilliary files to this publication.

CONCLUSIONS

We presented fiducial and di↵erential cross sections for
the Wb b̄ process at the LHC with 8 TeV center-of-mass
energy. This includes the computation of the double vir-
tual amplitudes in the leading colour approximation with
incorporated decay of the W-boson.
We addressed the observation of large NLO QCD cor-

rections in this process, and found that the NNLO QCD
corrections are significantly smaller. We observe a signif-
icant reduction of the scale dependence, which indicates
perturbative convergence. We discussed the behaviour of
the jet-vetoed cross section, which exhibits much smaller
corrections but su↵ers from accidental cancellations in
the scale dependence, rendering the theory uncertainty
estimates from canonical scale variation unreliable. At
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Figure 11. (Left): the normalized m(B`�) distribution for fixed scale (3.2). Shown are the 15 point
scale variation bands for LO, NLO and NNLO as well as the NPFF r.m.s. uncertainty band. (Right):
the NNLO prediction for 3 di↵erent values of mt.

parameters are the ones from the linear fit to the central scale values. We have checked that

fits to absolute or normalized distributions produce the same peak position, as expected.

We next consider the m(B`�) distribution. We have checked that the m(B`+) distri-

bution is equivalent to it within the MC error of the calculation. The prediction for the

normalized m(B`�) distribution can be found in fig. 11. We only show the predictions for

final states with a B-hadron although predictions for a J/ or a muon can be provided. We

observe the much improved perturbative description at higher orders. We also note that 1

GeV shift in mt has almost identical e↵ect on the normalized distribution as the inclusion of

the NNLO correction relative to the NLO one. This demonstrates the tight interplay between

the inclusion of higher order corrections to the so-called indirect top quark mass observables

and the ultimate precision of the extracted mt.

A feature of the observable m(B`�) is that it combines (B, `) pairs that may originate

from either the same top quark or from two di↵erent top quarks. For the purpose of mt

determination, one would like to predominantly have pairs that originate from the same

top quark. One way to achieve this is to consider the modified observable m(B`)min where

the B and ` are paired not based on lepton’s charge but on the requirement that their

invariant mass is minimized. In fig. 12 (left) we show the predicted mt dependence for the

first moment of the normalized m(B`)min distribution. Note that this moment is sensitive to

the selection requirements listed in the beginning of this section. We have verified that for

di↵erent selection requirements, for example the ones listed in sec. 3.1, the behavior of this

observable can change significantly.

We find the NNLO correction shifts the dependence relative to NLO, but much less than

the NLO one does relative to LO. The perturbative uncertainty also decreases at higher orders

which means that the inclusion of the NNLO correction will have an important impact on this

observable. We also note that at NNLO the slope of the mt dependence very slightly decreases

which means a slight decrease with higher orders to the mt sensitivity of this observable. This
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Figure 8. As in fig. 7 but for m(F `
�) (left column) and m(F `)min (right column).

that this observable is very precisely and reliably predicted at NNLO in QCD.

We next turn our attention to m(F `), shown in fig. 8, which is another kinematic variable

studied in the context of mt in sec. 3.2. Specifically we show m(F `
�) and m(F `)min, the

latter being defined by the requirement that ` is chosen in such a way that its invariant mass

with F is minimized. We observe a pattern of higher order corrections roughly in line with

E(F ) discussed above. The most prominent feature is the non-overlap of NLO and NNLO

uncertainty bands for m(B`) below, roughly, 50 GeV. This feature is likely driven by the

selection cuts since, as can be seen in fig. 11, once more inclusive selection cuts are applied
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B-hadrons in ttbar production

pT(B)/pT(jB): sensitive to B-hadron fraction x

m(lB): sensitive to top-quark mass
B

13

๏     high purity & statistics

๏ B-hadrons measured precisely 
  precise  extraction?

๏  
  small power corrections

๏ extract  from  data

tt̄ ↭

↪ mt

mt ≫ mb
↪

Di→B e+e−

non-overlap 
m(Bℓ) ≲ 50 GeV

normalized  

 jet cuts⊖

shape sensitive to 


 shape distortion 

  

mt

δNNLO
↭ Δmt ∼ 1 GeV
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smooth cone fixed cone↭

Physik-Institut

smooth cone isolation

Idea/Concept

[S.Frixione,hep-ph/9801442]

– make isolation condition r-dependent:

Ehad

T (r)  Emax

T (p�
T , r) = "p�

T

✓
1 � cos r
1 � cosR

◆n

8r  R

– Emax

T (p�
T , r) �!r!0

0: direct comp. 3, frag. comp. 7

– IR safe

tight isolation parameters

[Les Houches 2013, 2015; S.Catani et al.,1802.02095]

– Problem: smooth profile cannot be implemented in experiment

– mimic experimental isolation with tight isolation parameters

r

Ehad
T

R

"dE
�
T

06/06/2019 photon isolation Page 7

Physik-Institut

hard cone isolation - I

Idea/Concept

– define cone with fixed R

– integrate all hadronic ET within the cone

– set upper limit:

Ehad

T  Emax

T (p�
T ) = "p�

T + E thres

T

r

Ehad
T

R

Emax
T

technical complications

[Les Houches 2009, 2011, 2015 ...]

– direct component 3, fragmentation component 3

– fragmentation functions Di� (i = g, q, q̄) are complicated objects

[M.Gluck et al. 1995; L.Bourhis et al.,hep-ph/9704447]

– Di� : O(↵em) or O(↵em/↵s) ?

– Emax

T ! 0 eliminates fragmentation contribution but is IR unsafe

06/06/2019 photon isolation Page 5

NNLO
maybe ok at NLO;

matters at NNLO

photons:     prompt  —  fragmentation  —  decays 

๏ EXP             ✓                        ✓                        ✗ 
๏ TH               ✓                     ✗ (✓)                     ✗  

[Chen, Gehrmann, Glover, Höfer, AH, Schürmann '22]

pγ
T

Photons @ the LHC
Three different kinds of photons in hadronic collisions:

1. Direct photons  

 point-like coupling of quarks and photons 

2. Partons fragmenting into photons 

 fragmentation functions (FF)  

3. Photons from hadronic decays ( )

→

→ Dk→γ(z)

π0 → γγ

q

g

�

q

q

g g

�

Dq!�

q

g g

Dq!⇡0

⇡0
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MIXED QCD—EW CORRECTIONS FOR DRELL—YAN
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dσ = dσLO (1 + ( αs

2π ) δ(1,0) + ( α
2π ) δ(0,1) + ( αs

2π )
2
δ(2,0) + ( αs

2π )( α
2π ) δ(1,1) + ⋯)

๏ resonant / on-shell
‣ pole expansion

‣ on-shell  (QCD QED) 

‣  

‣ on-shell

Z ×

σtot
Z

[Dittmaier, Huss, Schwinn '14,'15]

[Delto, Jaquier, Melnikov, Röntsch '19]

[Bonciani, Buccioni, Rana, Vicini '20]

[Buccioni, Caola, Delto, Jaquier, Melnikov, Roentsch '20]
[Behring, Buccioni, Caola, Delto, Jaquier, Melnikov, Röntsch '20]

๏ off-shell

‣  

‣

W

Z

[Buonocore, Grazzini, Kallweit, Savoini, Tramontano '21]

[Bonciani, Buonocore, Grazzini, Kallweit, Rana, Tramontano, Vicini '21]
[Buccioni, Caola, Chawdhry, Devoto, Heller,  
 von Manteuffel, Melnikov, Rontsch, Signorile-Signorile '22]







σNLOs⊕ew ∼ 1, δ(1,0), δ(0,1)

σNNLOs⊗ew ∼ 1, δ(1,0), δ(0,1), δ(1,1)

σNNLOs⊗ew
naive prod. ∼ 1, δ(1,0), δ(0,1), δ(1,0) × δ(0,1)no

ta
tio

n
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4

� [pb] �LO �(1,0) �(0,1) �(2,0) �(1,1)

qq̄ 809.56(1) 191.85(1) �33.76(1) 49.9(7) �4.8(3)

qg — �158.08(2) — �74.8(5) 8.6(1)

q(g)� — — �0.839(2) — 0.084(3)

q(q̄)q0 — — — 6.3(1) 0.19(0)

gg — — — 18.1(2) —

�� 1.42(0) — �0.0117(4) — —

tot 810.98(1) 33.77(2) �34.61(1) �0.5(9) 4.0(3)

Table I. The di↵erent perturbative contributions to the fidu-
cial cross section (see Eq. (2)). The breakdown into the vari-
ous partonic channels is also shown (see text).

Figure 1. Complete O(↵S↵) correction to the di↵erential
cross section d�(1,1) in the anti-muon pT compared to the
corresponding result in the pole approximation and to the
factorised approximation d�(1,1)

fact
. The top panels show the ab-

solute predictions, while the central (bottom) panels display
the O(↵S↵) correction normalized to the LO (NLO QCD) re-
sult. For the full result the ratios also display our estimate
of the numerical uncertainties, obtained as described in the
text.

ject to large cancellations between the various partonic
channels. The NLO QCD corrections amount to +4.2%
with respect to the LO result, while the NLO EW cor-
rections contribute �4.3%. Also the NNLO QCD cor-
rections are subject to large cancellations, and give an
essentially vanishing contribution within the numerical
uncertainties. The newly computed QCD–EW correc-
tions amount to +0.5% with respect to the LO result.

In Fig. 1 we present our result for the O(↵S↵) correc-
tion as a function of the anti-muon pT . The left panels
depict the region around the Z peak, and the right pan-
els the high-pT region. In the main panels we show the
absolute correction d�(1,1)/dpT , while the central (bot-
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Figure 2. As Fig. 1, but for the di-muon invariant mass.

tom) panels display the correction normalised to the LO
(NLO QCD) result. Our results for the complete O(↵S↵)
correction are compared with those obtained in two ap-
proximations. The first approximation consists in com-
puting the finite part of the two-loop virtual amplitude
in the pole approximation, suitably reweighted with the
exact squared Born amplitude. This approach precisely
follows that adopted for the charged-current DY process
in Ref. [49] (see Eq. (14) therein for the precise defini-
tion). The pole approximation, which includes factoris-
able and non-factorisable [44] contributions, requires the
QCD–EW on-shell form factor of the Z boson [40]. The
second approximation is based on a fully factorised ap-
proach for QCD and EW corrections, where we exclude
photon-induced processes throughout (see Ref. [45, 49]
for a detailed description). We see that the result ob-
tained in the pole approximation is in perfect agreement
with the exact result. This is due to the small contri-
bution of the two-loop virtual to the computed correc-
tion, as observed also in the case of W production [49].
Our result for the O(↵S↵) correction in the region of
the peak is reproduced relatively well by the factorised
approximation. Beyond the Jacobian peak, this approx-
imation tends to overshoot the complete result, which is
consistent with what was observed in Refs. [45, 49]. As
pT increases, the (negative) impact of the mixed QCD–
EW corrections increases, and at pT = 500GeV it reaches
about �60% with respect to the LO prediction and �15%
with respect to the NLO QCD result. The factorised ap-
proximation describes the qualitative behaviour of the
complete correction reasonably well, also in the tail of
the distribution, but it overshoots the full result as pT
increases.

In Fig. 2 we show our result for the O(↵S↵) correction
as a function of the di-muon invariant mass mµµ. The
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Figure 1. Complete O(↵S↵) correction to the di↵erential
cross section d�(1,1) in the anti-muon pT compared to the
corresponding result in the pole approximation and to the
factorised approximation d�(1,1)

fact
. The top panels show the ab-

solute predictions, while the central (bottom) panels display
the O(↵S↵) correction normalized to the LO (NLO QCD) re-
sult. For the full result the ratios also display our estimate
of the numerical uncertainties, obtained as described in the
text.

ject to large cancellations between the various partonic
channels. The NLO QCD corrections amount to +4.2%
with respect to the LO result, while the NLO EW cor-
rections contribute �4.3%. Also the NNLO QCD cor-
rections are subject to large cancellations, and give an
essentially vanishing contribution within the numerical
uncertainties. The newly computed QCD–EW correc-
tions amount to +0.5% with respect to the LO result.

In Fig. 1 we present our result for the O(↵S↵) correc-
tion as a function of the anti-muon pT . The left panels
depict the region around the Z peak, and the right pan-
els the high-pT region. In the main panels we show the
absolute correction d�(1,1)/dpT , while the central (bot-
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tom) panels display the correction normalised to the LO
(NLO QCD) result. Our results for the complete O(↵S↵)
correction are compared with those obtained in two ap-
proximations. The first approximation consists in com-
puting the finite part of the two-loop virtual amplitude
in the pole approximation, suitably reweighted with the
exact squared Born amplitude. This approach precisely
follows that adopted for the charged-current DY process
in Ref. [49] (see Eq. (14) therein for the precise defini-
tion). The pole approximation, which includes factoris-
able and non-factorisable [44] contributions, requires the
QCD–EW on-shell form factor of the Z boson [40]. The
second approximation is based on a fully factorised ap-
proach for QCD and EW corrections, where we exclude
photon-induced processes throughout (see Ref. [45, 49]
for a detailed description). We see that the result ob-
tained in the pole approximation is in perfect agreement
with the exact result. This is due to the small contri-
bution of the two-loop virtual to the computed correc-
tion, as observed also in the case of W production [49].
Our result for the O(↵S↵) correction in the region of
the peak is reproduced relatively well by the factorised
approximation. Beyond the Jacobian peak, this approx-
imation tends to overshoot the complete result, which is
consistent with what was observed in Refs. [45, 49]. As
pT increases, the (negative) impact of the mixed QCD–
EW corrections increases, and at pT = 500GeV it reaches
about �60% with respect to the LO prediction and �15%
with respect to the NLO QCD result. The factorised ap-
proximation describes the qualitative behaviour of the
complete correction reasonably well, also in the tail of
the distribution, but it overshoots the full result as pT
increases.

In Fig. 2 we show our result for the O(↵S↵) correction
as a function of the di-muon invariant mass mµµ. The

σNNLOs⊗ew

σNNLOs⊗ew
PA

σNNLOs⊗ew
naive prod.

mμμ

pμ+

T

๏ naive product not able to capture 
kinematic effects 

  fails below resonance ( ) 
  fails away from shoulder ( )

๏ pole approximation (PA) 
  well-captures full result here 

↪ mℓℓ
↪ pμ

T

↪

bare muons 
(“dressing”    ) ⇝ × 1/2

[Bonciani, Buonocore, Grazzini, Kallweit, Rana, Tramontano, Vicini '21]
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Federico Buccioni MIAPbP 24/08/2022 24

Pheno of mixed QCDxEW corrections (nested soft-collinear)
Mixed QCD-EW corrections to the Drell-Yan process [F.B., Caola, Chawdhry, Devoto, Heller, von Manteuffel, Melnikov, Roentsch, Signorile-Signorile 2203.11237]

factorized approximation reproduces well the result at higher mll

QCDxEW shape: not entirely flat: shape driven by Sudakov logs 
in EW loop amplitudes
NLO-EW: -15% @ 3 TeV, QCDxEW: -3% @ 3 TeV

In the case of the lepton pT, QCDxEW corrections up 
to O(-3%) @ pT ~ 500 GeV

factorized approximation not valid for this type of observables
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in EW loop amplitudes
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In the case of the lepton pT, QCDxEW corrections up 
to O(-3%) @ pT ~ 500 GeV

factorized approximation not valid for this type of observables

σNLOs⊕ew

σNNLOs⊗ew

[Buccioni, Caola, Chawdhry, Devoto, Heller, von Manteuffel, Melnikov, Rontsch, Signorile-Signorile '22]

σNNLOs⊗ew

σNNLOs⊗ew
naive prod.

๏ naive product 
  works well at high-  
  differences in  spectrum

๏ tails    Sudakov (non flat) 
  QCD EW    

↪ mℓℓ
↪ pμ

T

⇝
↪ × ∼ −3 %

mμμ pμ+

T



N3LO — A NEW FRONTIER
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    largely limited to “ ”( αs

2π )
3

̂σ(3)
ab ↭ 2 → 1

+
RVV RRV

+ )
RRR

+( +
VVV

fa|A(xa) fb|B(xb)

�̂ab

X

xaPA xbPB

PA

A

PB

B

f



N3LO INCLUSIVE CROSS SECTIONS

๏  ✓

๏ VBF-H ✓,  VBF-HH ✓

๏  ✓

๏  ⍰,   ⍰

๏  ✓

๏  ⍰

๏  ⍰

gg → H

bb̄ → H

pp → γ* pp → W±

gg → HH

pp → γ*/Z

pp → VH

ggH

VBF

22

[C. Anastasiou, C. Duhr, F. Dulat, F. Herzog, B. Mistlberger ’15]
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Figure 16: Inclusive cross sections for the associated Higgs production with a massive
gauge boson (in pb) at a proton-proton collider as a function of the c.m. energy (in
TeV), up to N3LO in QCD including the 7-point scale uncertainty. All cross sections are
calculated with the PDF4LHC15 nnlo mc PDF set. The lower panels display the ratio to
the central N3LO prediction. Upper row: W±H predictions. Lower row: ZH predictions.
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Figure 12: Dependence on the choice of the PDF set of the neutral-current Drell-Yan
di↵erential cross section at N3LO in QCD as a function of the invariant mass Q of the
final-state lepton pair, at the 13 TeV LHC. The results are normalized to the central
PDF4LHC15 PDF set and the 68% CL PDF uncertainties are represented by bands
for all sets and calculated according to the prescription of ref. [67]. The comparison is
between PDF4LHC15 and: PDF4LHC21 (upper left panel); NNPDF 3.1 and NNPDF
4.0 (upper right panel); ABMP16 als118 (lower left panel); CT18 and MSHT 20 (lower
right panel).
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SUMMARY OF INCLUSIVE “ ” PREDICTIONS2 → 1

๏ -factors  (N3LO/NNLO)   2–5%    important for %-level target! 

๏    few % 

๏ PDF uncertainties   2–9%  (+ few % from missing N3LO PDFs)

K ∼ ⇝

Δscl ∼

∼
24

Process �N
3
LO [pb] �(PDF) [%] �(PDF + ↵S) [%] �(PDF-TH) [%]

W+H 0.883 ±1.59 ±1.80 ±1.45

W�H 0.558 ±1.76 ±1.93 ±1.64

ZH 0.785 ±1.82 ±1.99 ±1.54

Table 4: Total cross section for associated Higgs production at N3LO in QCD, at
a 13 TeV pp collider for a fixed central scale choice µ0 = MV + MH . The PDF set
PDF4LHC15 nnlo mc has been used. The symmetrical PDF, PDF+↵S, and PDF-TH
uncertainties (in percent) are also given.

5 Comparison of N3LO predictions

In this paper, we have collected phenomenological predictions for a range of diverse
processes computed to N3LO in perturbative QCD. While quantum corrections a↵ect
each process in a unique way and their particular form is subject to the kinematic
restrictions placed on the process, it is informative to use this range of processes to
learn about the qualitative features of perturbative corrections at this order (see also
ref. [103]). The processes considered here fall in the category of production processes
- two highly energetic initial-state partons undergo a scattering process to produce a
specific final state. They are paratypical examples of a much larger range of scattering
processes studied at the LHC. The universality of QCD radiation leads us to expect
similar features of N3LO corrections in other processes that have not yet been calculated
at the same perturbative order. In particular, examples are multi-boson production
processes, like the cross section to produce two Z or W bosons.

Q [GeV] ��N
3
LO ��NNLO �(scale) �(PDF + ↵S) �(PDF-TH)

gg ! Higgs mH 3.5% 30% +0.21%

�2.37%
±3.2% ±1.2%

bb̄ ! Higgs mH -2.3% 2.1% +3.0%

�4.8%
±8.4% ±2.5%

NCDY
30 -4.8% �0.34% +1.53%

�2.54%

+3.7%

�3.8%
±2.8%

100 -2.1% �2.3% +0.66%

�0.79%

+1.8%

�1.9%
±2.5%

CCDY(W+)
30 -4.7% �0.1% +2.5%

�1.7%
±3.95% ±3.2%

150 -2.0% �0.1% +0.5%

�0.5%
±1.9% ±2.1%

CCDY(W�)
30 -5.0% �0.1% +2.6%

�1.6%
±3.7% ±3.2%

150 -2.1% �0.6% +0.6%

�0.5%
±2% ±2.13%

Table 5: Results for production processes obtained with n3loxs. For details, see the
discussion in the main text.

In Table 5 we compare predictions for N3LO predictions for Higgs production in
gluon- and bottom-quark-fusion and charged- and neutral-current Drell-Yan production.
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GOING DIFFERENTIAL

๏ Projection-to-Born 

‣

๏  subtraction 

‣

‣

‣

‣

gg → H

qT

gg → H

pp → γ*

pp → Z

pp → W
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+
RVV RRV

+ )
RRR

+( +
VVV

double unresolved    V+jet @ NNLO≃

• 1/ε4, 1/ε3, …


• single unresolved

• 1/ε2, 1/ε


• single unresolved 


• double unresolved

• 1/ε6, 1/ε5, … • single unresolved 


• double unresolved


• triple unresolved

fully unresolved  (   )    V @ N3LO ↭ qT → 0 ≃

…two methods for 
“ ”
2 → 1

isolate “radiating” part

[Chen, Gehrmann, Glover, AH, Mistlberger, Pelloni ’21] 

[Chen, Gehrmann, Glover, AH, Yang, Zhu, ’21]

[NNLOJET + RadISH ’22]

[Billis, Dehnadi, Ebert, Michel, Tackmann '21]

[Chen, Gehrmann, Glover, AH, Yang, Zhu ‘22]
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[Neumann, Campbell ’22]
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๏ only non-trivial observable:

๏ idea:  restore differential info
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4

III. THE TOTAL FIDUCIAL CROSS SECTION

If (and only if) the singular distributional structure of
d�(0)

/dqT is known, the qT spectrum can be integrated
to obtain the total cross section. This is the basis of qT
subtractions [44],

� = �
sub(qo↵

T
)+

Z
dqT


d�

dqT
�

d�sub

dqT
✓(qT  q

o↵

T
)

�
. (14)

Here, d�sub = d�(0)[1+O(qT /mH)] contains the singular
terms, with �

sub(qo↵
T

) its distributional integral over qT 

q
o↵

T
, while the term in brackets is numerically integrable.

Taking �
sub

⌘ �
sing, we get

� = �
sing(qo↵

T
) +

Z
q
off
T

0

dqT
d�nons

dqT
+

Z

q
off
T

dqT
d�

dqT
, (15)

which is exactly the integral of Eq. (13). The subtrac-
tions here are di↵erential in qT , where qo↵T ⇠ 10�100GeV
determines the range over which they act and exactly
cancels between all terms.

To integrate d�nons
/dqT in Eq. (15) down to qT = 0,

we parametrize the fixed-order coe�cients in Eq. (12) by
their leading behavior,

qT
d�nons

FO

dqT

����
↵n

s

=
q
2

T

m
2

H

2n�1X

k=0

ak ln
k q

2

T

m
2

H

+ · · · , (16)

and perform a fit to this parameterization, which we then
integrate analytically. To obtain reliable, unbiased fit re-
sults, we must account for the uncertainties in the pa-
rameterization from yet higher-power corrections. We
do so by including additional higher-power coe�cients
as nuisance parameters. In the fiducial case, we include
all O(q3

T
/m

3

H
) coe�cients. The fit procedure is an ex-

tension of the one described in Refs. [103, 104]. It has
been validated extensively, and more details will be given
elsewhere. As a benchmark, we correctly reproduce the
↵s (↵2

s
) coe�cients of the total inclusive cross section to

better than 10�5 (10�4) relative precision.
At N3LO, we use existing NNLOjet results [41, 42] to

get nonsingular data for 0.74GeV (4GeV)  qT  q
o↵

T

for inclusive log bins (for inclusive and fiducial linear
bins). While these data are not yet precise enough to-
wards small qT to give a stable fit on their own, we ex-
ploit that in the inclusive case, the known ↵

3
s
coe�cient

of the total inclusive cross section [25, 105] provides a
su�ciently strong additional constraint to obtain a reli-
able fit. In the fiducial case, we exploit that the inclusive
and fiducial ak arise from the same Y -dependent coef-
ficient functions integrated either inclusively or against
A(0, Y ;⇥). At NLO and NNLO, their ratios are between
0.4 to 0.55. At N3LO, we thus perform a simultaneous
fit to inclusive and fiducial data, using this range as a
1� constraint on the ratio of fiducial and inclusive ak.

FIG. 2. Fiducial and nonsingular power corrections integrated
up to qT  q

cut
T . The yellow band shows �nons from the fit.
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FIG. 3. Total fiducial gg ! H ! �� cross section at fixed or-
der and including resummation, where �resum ⌘ �qT ��' �
�match, compared to preliminary ATLAS measurements [26].

This yields a stable fit, with an acceptable ⇠ 0.1 pb un-
certainty for the fiducial nonsingular integral (�nons).

The often-used qT slicing approach amounts to taking
q
o↵

T
! q

cut

T
⇠ 1GeV and simply dropping the power cor-

rections below q
cut

T
. The nonsingular and fiducial power

corrections are shown in Fig. 2. The latter are huge at
↵
3
s
, and even at ↵

2
s
only become really negligible below

q
cut

T
<
⇠ 10�2 GeV. This is why it is critical for us to

include them in the subtractions (and to resum them).
The remaining nonsingular corrections at ↵

3
s
are about

ten times larger than at ↵
2
s
, and at q

cut

T
= 1 � 5GeV

still contribute 5 � 10% of the total ↵3
s
coe�cient. To-

gether with the current precision of the nonsingular data,
this makes the above di↵erential subtraction procedure
essential to our results.

Evaluating Eq. (15) either at fixed order or including
resummation, we obtain our final results for the total
fiducial cross section presented in Fig. 3. The poor con-
vergence at fixed order is largely due to the fiducial power

  can be cured  
     by resummation


  hard  should not  
     need resummation

⊕

⊖ σfid.

[Billis, Dehnadi, Ebert, Michel, Tackmann '21]
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๏ only non-trivial observable:

๏ idea:  restore differential info
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V+jet @ NNLO
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๏ expand to fixed order
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‣ hard function 
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[Gehrmann, Glover, Huber, Ikizlerli, Studerus '10]

[Li, Zhu '16]

[Luo, Yang, Zhu, Zhu '19] [Ebert, Mistlberger, Vita '20]

3

and the beam functions [70–72], using the rapidity reg-
ulator proposed in [73]. These newly available results
provide the key ingredients for applying qT -subtraction
to processes with colorless final states at N3LO. The
perturbative beam functions are expressed in terms of
harmonic polylogarithms [74] up to weight 5, which can
be evaluated numerically with standard tools [75].

The resolved contribution above the q
cut
T for N3LO

Drell-Yan production contains the same ingredients of
the NNLO calculation with one extra jet. Fully di↵eren-
tial NNLO contributions for Drell-Yan-plus-jet produc-
tion have been computed in [76–78]. The application to
N3LO qT -subtraction further requires stable fixed-order
predictions at small qT [79–81], enabling the cancella-
tion of the q

cut
T between resolved and unresolved contri-

butions to su�cient accuracy. In this Letter, we em-
ploy the antenna subtraction method [82–85] to compute
Drell-Yan production above q

cut
T up to NNLO in pertur-

bation theory, implemented in the parton-level event gen-
erator NNLOJET [76, 79]. To achieve stable and reliable
fixed order predictions down to the qT ⇠ 0.4 GeV re-
gion, NNLOJET has been developing dedicated optimiza-
tions of its phase space generation based on the work
in [68]. This ensures su�cient coverage in the multiply
unresolved regions required for the qT -subtraction.

RESULTS

Applying the qT -subtraction method described above,
we compute Drell-Yan lepton pair production to N3LO
accuracy. For the phenomenological analysis, we restrict
ourselves to the production of a di-lepton pair through a
virtual photon only. We take ECM = 13 TeV as center
of mass collision energy and fix the invariant mass of
the di-lepton pair at Q = 100 GeV. Central scales for
renormalization (µR) and factorization (µF ) are taken at
Q, allowing us to compare with the N3LO total cross
section results from [14]. We use the central member of
PDF4LHC15_nnlo PDFs [86] throughout the calculation.

To establish the cancellation of qcutT -dependent terms
between resolved and unresolved contributions, Fig. 1
displays the qT distribution of virtual photon obtained
with NNLOJET (used for the resolved contribution) and
obtained by expanding the leading-power factorised pre-
diction at small qT using Eq. (2) up to O(↵3

s). The high-
est logarithms at this order are 1/qT ln5(Q/qT ). The
singular qT distribution is expected to match between
NNLOJET and SCET, which is a prerequisite for the
qT -subtraction method. This requirement is fulfilled by
the nonsingular contribution (NNLOJET minus SCET)
demonstrated in the bottom panel of Fig. 1. Remarkably,
the agreement starts for qT at about 2 GeV and extends
down to 0.32 GeV for each perturbative order. Numerical
uncertainties from phase space integrations are displayed
as error bars. We emphasize that the observed agreement

FIG. 1: Perturbative contributions to transverse mo-
mentum distribution of the virtual photon up to ↵

3
s.

The upper panel displays the qT -distribution obtained
from NNLOJET and from expanding SCET to each
order. The bottom panel contains the nonsingular re-

mainder (NNLOJET minus SCET).

FIG. 2: Inclusive N3LO QCD corrections to total
cross section for Drell-Yan production through a vir-

tual photon.

is highly nontrivial, providing very strong support to the
correctness of the NNLOJET and SCET predictions.

In Fig. 2, we display the N3LO QCD corrections to
the total cross section for Drell-Yan production through
a virtual photon, using the qT -subtraction procedure, de-
composed into di↵erent partonic channels. The cross
section is shown as a function of the unphysical cut-
o↵ parameter q

cut
T , which separates resolved and un-

resolved contributions. Integrated over qT , both the

qq̄
gg
qq

qg

Σ
𝒪(qcut

T )

[Chen, Gehrmann, Glover, AH, Yang Zhu '21]

validation against analytic result  (— — —) 


plateau   &  fully independent cal.≲ 1 GeV

[Duhr, Dulat, Mistlberger '20]
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[Chen, Gehrmann, Glover, AH, Yang, Zhu ‘21,‘22]4

Fixed order �pp!�⇤(fb)

LO 339.62+34.06
�37.48

NLO 391.25+10.84
�16.62

NNLO 390.09+3.06
�4.11

N3LO 382.08+2.64
�3.09 [14]

N3LO only qcutT = 0.63 GeV qcutT ! 0 fit [14]

qg �15.32(32) �15.34(54) �15.29

qq̄ + qQ̄ +5.06(12) +5.05(12) +4.97

gg +2.17(6) +2.19(6) +2.12

qq + qQ +0.09(13) +0.09(17) +0.17

Total �7.98(36) �8.01(58) �8.03

TABLE I: Inclusive cross sections with up to N3LO
QCD corrections to Drell-Yan production through
a virtual photon. N3LO results are from the qT -
subtraction method and from the analytic calculation
in [14]. Cross sections at central scale of Q = 100 GeV
are presented together with 7-point scale variation.
Numerical integration errors from qT -subtraction are

indicated in brackets.

NNLOJET and SCET predictions involve logarithms up
to ln6(Q/q

cut
T ), which become explicit in the SCET cal-

culation. The NNLOJET calculation produces the same
large logarithms but with opposite sign, as well as power
suppressed logarithms (qcutT )m lnn(Q/q

cut
T ), where m � 2

and n  6. The physical N3LO total cross section con-
tribution must not depend on the unphysical cuto↵ q

cut
T ;

therefore it is important to choose a su�ciently small qcutT
to suppress such power corrections.

Figure 2 demonstrates the dependence on q
cut
T of the

SCET+NNLOJET predictions is negligible for values be-
low 1 GeV. In fact, for all partonic channels except qg,
the cross section predictions become flat and therefore
reliable already at qcutT ⇠ 5 GeV. It is only the qg chan-
nel that requires a much smaller q

cut
T , indicating more

sizeable power corrections than in other channels.

Also shown in Fig. 2 in dashed lines are the inclusive
predictions from [14], decomposed into di↵erent partonic
channels. We observe an excellent agreement at small-qT
region with a detailed comparison given in Table I. We
present total cross sections at small qcutT value (0.63 GeV)
and results from fitting the next-to-leading power sup-
pressed logarithms with q

cut
T extrapolated to zero. This

agreement provides a fully independent confirmation of
the analytic calculation [14], and lends strong support to
the correctness for our qT -subtraction-based calculation.
We observe large cancellations between qg channel (blue)
and qq̄ channel (orange). While the inclusive N3LO cor-
rection is about �8 fb, the qg channel alone can be as
large as �15.3 fb. Similar cancellations between qg and
qq̄ channel can already be observed at NLO and NNLO.
The numerical smallness of the NNLO corrections (and
of its associated scale uncertainty) is due to these cancel-

FIG. 3: Di-lepton rapidity distribution from LO to
N3LO. The colored bands represent theory uncer-
tainties from scale variations. The bottom panel is
the ratio of the N3LO prediction to NNLO, with dif-

ferent cuto↵ q
cut
T .

lations, which may potentially lead to an underestimate
of theory uncertainties at NNLO.
In Fig. 3, we show for the first time the N3LO pre-

dictions for the Drell-Yan di-lepton rapidity distribution,
which constitutes the main new result of this Letter. Pre-
dictions of increasing perturbative orders up to N3LO
are displayed. We estimate the theory uncertainty band
on our predictions by independently varying µR and µF

around 100 GeV with factors of 1/2 and 2 while elimi-
nating the two extreme combinations (7-point scale vari-
ation). With large QCD corrections from LO to NLO,
the NNLO corrections are only modest and come with
scale uncertainties that are significantly reduced [5, 7, 8].
However, as has been observed for the total cross sec-
tion, the smallness of NNLO corrections is due to cancel-
lations between the qg and qq̄ channels. Indeed, Fig. 3
shows clearly that the N3LO correction is large compared
with NNLO, and that the NNLO scale uncertainty band
fails to overlap with N3LO over the full rapidity range.
It should however be noted that the uncertainties from
PDFs, especially from the missing N3LO e↵ects in their
evolution, can be at the percent level [14], which high-
lights the necessity for a consistent PDF evolution and
extraction at N3LO in the future.
In the bottom panel of Fig. 3, we show the ratio of

the N3LO rapidity distribution to the previously known
NNLO result [7, 8]. As can be seen, the corrections are
about �2% of the NNLO results, and are flat over a
large rapidity range. There is minimal overlap between
the scale uncertainty bands only at large y�⇤ . To test the
numerical stability at N3LO, three values of qcutT are ex-
amined in the bottom panel. We observe the qcutT depen-

|yγ* | yW+ yW−

๏ same collider @     almost universal NNLO  N3LO corrections!

๏  &  processes probe different parton content across   (valence  vs. , …) 

13 TeV ⇝ →

NC CC± YV u d



๏ purely resummed  
spectrum 

  PDF uncertainties

pZ
T

↭

๏ N3LO evolution 
  4-loop splitting functions

๏ aN3LO PDFs  (MSHT) 

↭

ggH:           VBF:   δσN3LO ↘ δσN3LO ↗

syst. differences between PDFs


PDF(NNLO  N3LO)   (?)→ δσN3LO ↗

N3LO PARTON DISTRIBUTION FUNCTIONS
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CONCLUSIONS & OUTLOOK  PART 1

๏ NNLO QCD calculations in good shape

‣   essentially solved

‣   new frontier    methods reaching maturity

‣ loop amplitudes becoming a bottleneck again

‣ in the quest for percent-level theory    mixed QCD EW important

๏ dissemination of results

‣ public codes  (MCFM, Matrix),  nTuples,  …

‣ fast interpolation grids    APPLgrid fastNLO PineAPPL  (anyway needed in fitting)

๏ identified objects    mismatch in TH vs. Exp/NNLO

‣ photon isolation,  flavour tagging,  hadron fragmentation, …

2 → 2

2 → 3 ↭

↭ ×

↭

↭
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CONCLUSIONS & OUTLOOK  PART 2

๏ N3LO predictions are key to reach percent-level accuracy

‣ computation of inclusive  processes very mature    ggH, DY, VBF, VH, … 

‣ differential predictions for ”colour neutral” appearing 
  relies on very stable NNLO “+jet” calculation

‣ but:  performance of slicing methods very poor    (10M) CPU core hours

๏ Fiducial cuts    linear power corrections  (other processes?) 
  crucial for practicability of  slicing approaches

๏ Inadequacies in traditional scale variations    DY @ N3LO 
  effect from missing N3LO PDFs? 
  more robust TH uncertainties desirable

2 → 1 ↭

pp →
↭

↭ 𝒪

↭
↪

↭
↪
↪
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↪
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↪
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Thank you!
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