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8, Outline

@ DAQ upgrade
@ DCDB + Manuel's V4 readout
@ DCDB + DHP readout

@ Conclusion




‘ DAQ upgrade for DCD readout
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o DEPFET Data acquisition system has been upgraded for DCD readout :

- New data format for RAW and Zero Suppressed data

-~ Upgrade DQM for new matrices

-~ Upgrade offline software

- DEPFET DAQ is integrated into EUDET telescope DAQ
» DAQ supports now 3 systems:

- CURO readout based on S3A and S3B readout board

-~ DCDB readout based on Manuel's FPGA board (Virtex 4)
@ DEPFET telescope is based on S3B system

-+ DAQ allows to build the system from different components: S3A, S3B, DCD/Virtex4
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DCDB + Virtex4 board LAB
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DEPFET test DAQ system
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@ DAQ is based on Linux network distributed
client/server architecture which allows :

> share resources and tasks

> easy scale the system

> remote control and monitoring

> easy integration of other detectors
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@ DAQ uses USB 2.0 for data transfer from
DEPFET R/O board to PC and TCP/IP to

send data to Event Builder .

@ The DAQ components are:

> a LINUX based USB driver for the

DEPFET DAQ board

> a USB readout client transferring data to

an event builder via network;

> an Event Builder assembling complete
events and storing in a shared memory

buffer;

> an event server send complete event to
consumers (file writer, DQM, upper

level DAQ, histogram server);

> online Data Qualitﬁgdé)%litoring (DQM)

package based on
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8, DEPFET Test Beam LAB

DEPFET Telescope
@ Jul-Aug 2008, August 2009

@ CERN SPS H6 beam line
@ 120 GeV pions

Test beam crew also important part of tests

EUDET Telescope + DEPFET as DUT
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DEPFET with EUDET Telescope LAB
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EUDET project is a program to develop the
infrastructure, to facilitate the experimentation
.~ and to enable the analysis of data using shared
equipment and common tools.

JRAI- test beam infrastructure ( EUDET
Telescope)

@ 6 EUDET Modules MAPS - Monolithic active
pixel sensors :

> 7.7x7.7 mm?,
> 256x256 pixels
> pitch 30x30 pm®
@ MVMEG6100 PowerPC computer with general

purpose acquisition boards (EUDRB) inside the ,
VME64x crate connected to 1GB ethernet HUB DEPFET DUT is steered by the EUDET
DAQ software

@ EUDET DAQ server on MAC PC, 1GB Ethernet

cun%_and_ml_zs =] ( Config }
. . . un: Start
@ Trigger Logic Unit (TLU) o

@ DEPFET DUT with Readout PC et =

@ About 2 million events collected T e & EEHER

Producer TLU OK 129.194.55.245:33211
Producer DEPFET OK 127.0.0.1:53888 o o L [io000

EUDET Run Control DEPFET Run Control
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! DHP test system (Virtex5) LAB
@ development of an DHP 0.1 test system ‘

> based on commercial evaluation board (ML-505) @ Xilinx ML505 (Virtex®-5 LXT)

> basis for PXD6 matrix r/o with DHP @ PC communication:

> PCI Express x1 (2.5Gb/s)
> 1Gb/s Ethernet

silicon adapter

| PCB

VIRTEX-%S
XCSVLX50T
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DCDB + DHPr/o, ETH version LAB
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‘ Conclusion
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@ DEPFET Data acquisition system has been upgraded for DCD readout
@ DOQM has been upgraded for RAW DCD readout
@ EUDAQ: "DEPFETConverterPlugin" has been upgraded for DCD readout.

@ Offline software:
> Eutelescope: "DEPFETReader" has been upgraded for DCD readout
10O DO:

@ Virtex4 board :

> Matrix geometry to r/o channel mapping
> Upgrade DQM and offline software for data with DHP emulation
> Upgrade EUDAQ DQM Monitor

@ Virtex5 : integration DCDB + DHP readout based on ML-505 evaluation board
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TLU vOla PCO17A

@ oo @ Adedicated Trigger Logic Unit (TLU) accepts

signals from the scintillators or external trigger
and generates a signal to trigger the system.

5 4 3 2 1 0 2
N
DUT Interface
0o 0 0|0 © ©
e L T stamp.

LV-Out LV-Out LV-Out LV-0ut ()

@ Each trigger carries a unique number and time

’ : : Trigg | corr | align | Resid | wods | Peds | mods | Pads | modz | Peuz | mod7 | Ped7 | Mou14 | Pedta | modi1 | Padt |
@ H6 line with 120 GeV pions
@ Coincidence rate of 2 scintillators is about wtf Lt ] s
1000 Hz i -
TU? 00 Wz]
@ DAQ with slow readout sequence (readout full won .
matrix 64x128) accepts 180-220 Hz depending || == .
On number Of readout PCS. G?hﬂﬂ 01h30 02h00 02h30 03h00 ﬂﬂhm?l)—._ﬂdhﬂb
. Rate Trigger [Hz]
@ Data volume rate for 6 modules is about 20 o : : e B
GB/ hour 13§ o
@ One disk of 500GB is filled in 1-2 days 122 =
@ Hot swapping RAID system allows to change N .
the disks without stopping ta ki ng data R e e O o e

29 2010 S t hI [ icati 12



LAB

Silizium Labor Bonn '

N

OQPFE)
Network DAQ), logic view
Lepixe\oé&
DATA Network (TCP)
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RUN Control
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@ Run control server can accept commands from different clients:

> Command line interface via Telnet

> TCL/TK or Root GUI

> Another program with TCP connection to Run Control

.
=1

Run Control Client

Sl

d

fourl@silab15:~/work2

| Product T D=0 200

IDevicell ass=0xff

IEND_STATUS

cmnd help

cmd help

——————————— > EVB Specific Commands <-———————————-

CHD EYB FILE [ondoff] [format] [Max_Size] ¢ in GI
CHD EVE DUMP [ALLSINSEWE]

CHD EVE MOD  <1-MAHMOT:

CMD EYB SET TTLARUMMUMAFilePrefix FileSize <MAL:

HIST [plotfreset] [evbdzendsrecy] [waitdusedt
——————————— » GEMERAL RUWM COMTROL Commands <—————-—-
CONFIG # INIT / START # STOP / EXIT
——————————— ¥ Producer Specific Commands
FOWER OMAOFFACHECE  [Board_Me.]

CURD OMNAOFF [Board_Mr] [Linel Line? DAC]
MOMITOR IBUSADACref(Suf) [ONAOFF] [Boarc
SOURCE  LOCALAGLOBALABOTHAOFF ¢~20uA)  [Boarc
TESTS [Board_Nr]

C3TEST [Board_Mr] (too OLD)

PLL [freql

RESETUSE dew/silabd

Config -I—WritetoFiIel Start - CURO Lines | RCM Status | EVE stat. !

HELP |

File Prefix:[Rur]

| Set Prefix Run Mum:|0 Set RunMum

Hist PLOT ! Hist RESET | Hist EVB | Hist RECV | Hist SEND |
| |

EVB::
EVE::
EVE::
EVE::
EVE::
EVB::
EVE::
EVE::
EVE::
EVB::
EVB::
EVE::
EVE::
EVE::

Command:
N R # silabls <
EVE:: RUN_Number=@
EVE:: N_Events_Tot=0
EVE:: N_timed_out=0
EVE:: N_extra_mod=0
EVE:: shmem_error=@
EVE:: RUN_Flag=0
EVE:: RUN_Time=8 sec
EVE:: Average Rate=0.,00 Hz
EVE:: File_Max_51ze=4230000000
EVE:: RUN Message: IN Buffer Empty. Waiting 24 sec
EVE:: N_BOR=0 of tot=1
EVB:: N_EOR=0

N_Events_File=0
FILE_Flag=0 Format=@
File_Prefix=Run
File_Name=

Mod_tot=1 (max=6)
IN_Buffer=0 (0.000000 %)
EVE_Buffer=0 (0.000000 %)
TTL=100060
Shm.Lat.SEND::
Shm.Lat . RECV::
Shm.Lat . EVE::
EVE ready
N_Producers=0
N_Musers=@

i1 N_Clients=1
EVB::

C1=8(@) REQ=0x08 Rate=

Mean= @.0 usec RM5= @.0
Mean= @.0 usec RMS= @.0
Mean= 1.2 usec RM5= @.5

Server: silab15

0.0 Hz M_evt=8 Host=localhost:® *** timeout = 1232021795 sec

Port 32767  (Re)Connect |-

RUN_Mumber
File_Prefix
RUM_Flag
RLUMN_Time
M_Events_Tot
M_timed_out
M_extra_mod
shmem_error
FILE_Flag
File_Mame
M_Events_File
IM_Buffer
EVE_Buffer
EVE_busy
M_Producers
Mod_tot
M_Musers
M_Clients
N_BOR
N_EOR

TTL

Rate

Update

0

Run

0

0sec

0

0

0

0

0 Format=0

0
0(0.000000 %)
0 (0.000000 %)

0

1 (max=6)

0

1

0 of tot=1

0

100000

0(0) REQ=0x00 Rate= I
Quit

il
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‘ Data Quality Monitor

@ Network Data Acquisition system - SiLAB DQi SoE
Clllows to run Owerful Data Quallty Trigy | Corr | atign | Resid | Mod7 | Ped7 | modi4 | Pedt4 | Mods | Peds | Mook | Peds | Mooz | Pedz Modl | peati |
] o ] o XY RAW (Mod11 XY hits (Mod11 [ADC RAW and with CM corr (Mod11)]
Monitor on dedicated PC inreal time |f5F - e ——— ()LaB
0o = - %L;::'f__ : w'e
@ DQM is based on ROOT : B 22 Pa g
wlrm= o i Ev: At
> includes various data access of
methods : file, shared memory, e e eeBd
network g L LA, a0 ED60 " ¥000 10005 12006 TTY TEOTS nuT oo Wz
> online data processing — pedestal v P e o o) o] | eodfi]: 2,66
and common mode calculation, P SR Ty - AN =
cluster reconstruction and simple ; B
tracking. THi 1
> can also act as network histogram J L
server ] Resen
a advanced DQMfunCtiOnalily allo wS L] 10 20 30 40 50 [‘;:%I] A500 0 500 1000 1500 2000 2540 ‘!M[&sgﬂ&m?iﬂ éave
to find most of DAQ and DEPFET RSl I e T R
matrix problems during the run - wop R i 0N Coroiton]
@ WEB interface for remote DQM ) IR
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