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SuperKEKB and Belle II
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SuperKEKB
- energy-asymmetric e+e– collider 

Ecm = MY(4S) ≈ 10.58 GeV ⇒ “B factory” 
Lpeak = 4.7 x 1034 cm-2s-1 (June 2022) 

- “nano-beam” scheme and increased currents 
- goal 6 x 1035 cm-2s-1  

ongoing long shutdown 1 (LS1) since July 2022  
~1.5 year for accelerator and detector improvements

Belle II luminosity
• Achieve ~30x the luminosity of Belle with Nano-Beam scheme. 

Increase Beam Current 
Decrease β*y
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ℒ ≈ fn bN+ N−

2π σ*2y+ + σ*2y− σ2z+ + σ2z−

1
tan ϕ

σi = β*i ϵi
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SuperKEKB
- energy-asymmetric e+e– collider 

Ecm = MY(4S) ≈ 10.58 GeV ⇒ “B factory” 
Lpeak = 4.7 x 1034 cm-2s-1 (June 2022) 

- “nano-beam” scheme and increased currents 
- goal 6 x 1035 cm-2s-1  

ongoing long shutdown 1 (LS1) since July 2022  
~1.5 year for accelerator and detector improvements

Belle II
- upgraded detectors
- upgraded trigger rate: up to 30 kHz
- Lint = 427.8 fb-1 recorded until summer 2022
‣ physics data-taking with full setup since March 2019

‣ target Lint = 50 ab-1 within the next decade (~50x Belle)

‣ rich physics program: B, 𝜏, , DM, searches for new physics, ...

Central Drift Chamber (CDC)

Beryllium beam pipe

Aerogel Ring-Imaging Cherenkov 
counters (ARICH)

Time-of-Propagation 
counter (TOP)

KL and Muon detector (KLM)

Vertex Detector (VXD): 
DEPFET pixels (PXD) 
Double-sided strip detectors (SVD)

EM Calorimeter (ECL)

7	GeV	e–	HighEnergyRing

4	GeV	e+	LowEnergyRing
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Comparison KEKB versus SuperKEKB and Projection
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26th ARC, Dec.14, 2022 4

Integrated luminosity and Power consumption
(up to Mar. 2022)

By Y. Suetsugu

What we accomplished
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Peak luminosity and Beam currents
(up to June 22, 2022)
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Comparison KEKB versus SuperKEKB and Projection

Still a long way to go 
Next SuperKEKB milestone
- achieve 1x1035cm-2s-1
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Our next big milestone to achieve 1×10!"$%#&$%
Increase the peak to f()×10!"$%#&$% before LS2

QCS design work restarted.2022/9/15 5

LS1 LS2

PXD
TOP

IR
RF

we are here …
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Belle II Vertex Detector
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Setting the Scene
Belle II Vertex Detector (VXD)

● Silicon Vertex Detector (SVD)

○ dedicated VERTEX22 talk:
18. The Silicon Vertex Detector of the Belle II Experiment 

○ 4 layers of 2-sided silicon strips

○ r ≤ 140 mm

● Pixel Vertex Detector (PXD)
○ 2 layers at radii 14 mm and 22 mm

○ 8 inner + 12 outer module-pairs (“ladders”)

  ⇒ only 8 (inner) + 2 (outer) ladders installed

○ ∼7.7 x 106 pixels

○ ∼0.21 % X
0
 / layer material budget

● acceptance
○ 17° < Θ < 150°

○ p
T
 ≳ 40 MeV

First VXD half shell before installation (Oct. 2018)

4

2 half shells 

Silicon Vertex Detector (SVD) 
- recent JINST publication  

The Design, Construction, Operation and Performance of the Belle II Silicon Vertex Detector

- 4 layers of 2-sided silicon strips
- r ≤ 140 mm
- 0.34 x 106 channels
 Pixel Vertex Detector (PXD) 
- 2 layers at radii 14 mm and 22 mm 
- 8 inner + 12 outer module-pairs (“ladders”) 
⇒ only 8 (inner) + 2 (outer) ladders installed 

- 7.7 x 106 pixels, size 50x(55-85) μm2

- material budget: ~ 0.21 % X0 / layer 
Acceptance 
- 17° < Θ < 150° 
- pT ≳ 40 MeV/c 

https://arxiv.org/abs/2201.09824
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Tracking at SuperKEKB
Challenges
- backgrounds increase with instantaneous luminosity

- Synchrotron, Touschek intra-bunch scattering, beam gas,  
QED (2-photon, rad. Bhabha)

‣ beam lifetime only few minutes (Touschek) 
⇒ continuous “top up” injection (for 2400 bunches) 
@2x25 Hz ⇒ O(4 ms) damping time with particle losses

- challenge for detector/tracking overall
‣ particular challenges for PXD later 

- smaller Lorentz boost
‣ critical for time dependent measurements 

‣ compensate with better vertex resolution 
Track reconstruction and PXD role
- (High Level Trigger) track finding seeded in CDC (pT > 100 MeV) or else SVD
- PXD hits used in offline track fit → improved vertex resolution
- too large PXD data volume at design lumi: need Regions of Interest (ROI) filtering 
‣ HLT: extrapolates tracks to ROIs on PXD for readout to reduce data rate (not needed yet) 
‣ PXD layer one crucial for impact parameter resolution
‣ PXD layer two (will be) important to retain performance at higher backgrounds 
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● (HLT) track finding seeded in CDC (pT > 100 MeV) or else SVD

● PXD hits used in offline track fit → improved vertex resolution

● Regions of Interest (ROI) filtering: 

○ HLT: extrapolates tracks to ROIs on PXD for readout to reduce data rate
not needed yet

● PXD layer one crucial for impact parameter resolution

● PXD layer two (will be) important to retain performance at higher backgrounds

● increased backgrounds with instantaneous lumi

○ beam lifetime only few minutes 
⇒ continuous “top up” injection (for 2400 bunches)
(50 Hz @ 4 ms cooldown ⇒ 4 ms damping time with particle losses)

○ “Synchrotron”, “Touschek intra-bunch scattering”, 
“Bhabha”, “2 photon”...

○ challenge for detector/tracking overall
(challenges for PXD discussed explicitly later)

● smaller Lorentz boost (for better beam lifetime at 4 GeV > 3.5 GeV )

○ critical for time dependent measurements

φ [pixel idx]

z 
[p

ix
el

 id
x]

Track reconstruction and PXD role

Tracking at SuperKEKB
Challenges

5
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PXD in Belle II
PXD assembly 
- 2 PXD modules glued together (“ladder”)
- 2 half shells mounted on Support  

and Cooling Blocks (SCBs) 
‣ SCBs provide cooling via 2-phase CO2  and 

forced N2 flow 
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PXD in Belle II
PXD assembly
● 2 PXD modules glued together (“ladder”)
● 2 half shells mounted on Support

and Cooling Blocks (SCBs)
● provide cooling via 2-phase CO

2
 

and forced N
2
 flow
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Installation 2018 at KEK
● PXD + BP + SVD marriage
● VXD installation in Belle II

Installation 2018 at KEK 
- PXD + BP + SVD marriage
- VXD installation in Belle II 

Ladder gluing

Module Production

● special jig for module handling, glue dispersion, alignment under microscope

● ceramic stiffening rods on backside

● critical step in PXD1 production

○ revised procedure for PXD 2022 avoids touching matrix side of sensors

33
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PXD Sensor Design
Layout
- matrix: 250x768 pixels, pixel size 50x(55-85) μm2 
- ASICs (custom designed) 
‣ Switchers → DEPFET control 

‣ DCD → 256 channel ADC: 8 bit source current digitization 

‣ DHP → data processing: pedestal correction, zero suppression, …
- all silicon design 
‣ mechanically self supporting modules

‣ thinned to 75 μm (active region)

‣ small total material budget ~ 0.21 % X0 
Operation
- single point sampling → median drain current pedestals stored 

on DHP for zero suppression 
- rolling shutter read-out → low power consumption  

50 kHz → 20 μs integration time (2x beam revolution cycle) 
dead-time free except for 100 ns read-clear cycle 

- design: 1% occupancy (layer 1, dominated by 2-photon QED) 
3% occupancy limit (DHP, DAQ, tracking) 

- power dissipated mainly in ASICs at end of stave ~ 10W/module  

�7

DCD

DHP

Switcher

PXD Sensors

9

450-525 μm 

(*bonding not final design!)

∼0.21 % X 0

Layout
● matrix
○ 250x768 pixels, pixel size 50x(55-85) μm2

● ASICs (custom designed)
○ Switchers → DEPFET control
○ DCD → 256 channel ADC: 8bit source currents digitization
○ DHP → data processing: pedestal correction,

zero suppression, …
● all silicon design
○ mechanically self supporting modules
○ thinned to 75 μm (active region)
○ small total material budget ~0.21 % X

0

Operation
● single point sampling → median drain current

pedestals stored on DHP for zero suppression
● rolling shutter read-out → low power

50 kHz → 20 μs integration time (2x beam revo. cycle)
dead-time free except for 100 ns read-clear cycle

● design: 1% occupancy (layer 1)
3 % occupancy limit (DHP, DAQ, tracking)

● power dissipated mainly in ASICS at end of stave
~ 10W/module
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PXD Module Calibration
Sensors characterized before installation
- continuous optimization of working points needed during operation 
DCD calibration
- optimize on linearity, ADC errors, noise, ... 
Biasing optimization
- optimize on signal to noise, ... 
Pedestal optimization on DCD
- pedestal compression via switchable input currents per pixel
- noise reduction via Analog Common Mode Correction

�8

● sensors characterized before installation

○ continuous optimization of working points needed during operation
● DCD calibration
○ optimize on linearity, ADC errors, noise, …

● biasing optimization
○ optimize on signal to noise, … 

● pedestal optimization on DCD
○ pedestal compression via switchable input currents per pixel
○ noise reduction via Analog Common Mode Correction

Calibration

PXD Modules
pedestal currents uncalibrated sensor

pedestal compression: 
2 bit offset current per pixel

pedestals calibrated sensor

10

noise distribution
(pedestal fluctuations)

module SNR dependence on sensor biasing 
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PXD Performance: Signal and Noise

Noise performance O(1 ADU) (~ 200 e–)
- at a SNR of ~ 30 - 50
Homogeneous noise and signal response across module matrix
- stable throughout 2019 → 2022 
- however, recently see slight increase in noise with DCD irradiation
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● noise performance < 1 ADU (∼200 e–)
● at a SNR of ∼30 - 50
● homogeneous noise and signal response across module matrix
● stable throughout 2019 → 2022 
○ although see slight increase in noise with DCD irradiation

PXD Performance
Signal and noise

cluster charge MPV SNR MPV

exp. 14, run 2129

Landau peaks (MIPS)

4x DCD/DHPs

6x
 s

w
it

ch
er

s

photon peak

multi pixel cluster ADU

cluster charge distribution

13

pedestal noise
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PXD Performance: Efficiency and Resolution
Efficiency of ~96% to find hit in L1 or L2
- ~99% single hit efficiency in fiducial regions 

PXD simulation captures most features already quite well
- continued efforts to further improve

�10

Impact parameter resolution 
- 1.5 - 2x better than Belle
- worse description in MC compared to efficiency 
‣ uncertainties somewhat too optimistic

z

dead	switcher	gates

glue	gap  
(z-alignment	shift	in	MC)

di-muons	to	
beam	spot,	  
pt	>	2	GeV

di-muons	to	
beam	spot,	  
pt	>	2	GeV

d0

z0 d0

z0
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VXD Physics Performance
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Figure 2: Fit to the proper-time distributions of D⇤
-tagged D0 ! K�⇡+

candidates

reconstructed with 2019 Belle II data. The extracted lifetime in this channel is (412.4±
3.4) fs, the estimated average proper time resolution is (97± 8) fs.
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Precise measurements of decay vertices crucial for time dependent 
measurements
- Belle II proper time resolution ∼2x better than Belle 
- thanks to PXD precision and smaller beam pipe diameter 

Belle II published world-leading lifetime measurements on charmed mesons: D0/D+



carsten.niebuhr@desy.de15.12.22, HLL Project Review, Ringberg: Belle II PXD

VXD Physics Performance
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O(100	μm)

charm @ Belle II ICHEP2020

➡ Belle II potential in many charm sectors 
is clear on paper (extrapolated from 
Belle), now being confirmed with data


➡ Reconstruction performance is 
improving, in many cases comparable 
or better (proper time resolution) to 
Belle


➡ Stay tuned for many results on charm 
from Belle II in the next years!

Conclusions
and prospects

17

BABAR

Belle II

Belle

factor 2 improved  resolution at Belle IIt
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Factor 2 improved t-resolution at Belle II 
compared to Belle and BaBar
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Precise measurements of decay vertices crucial for time dependent 
measurements
- Belle II proper time resolution ∼2x better than Belle 
- thanks to PXD precision and smaller beam pipe diameter 

Belle II published world-leading lifetime measurements on charmed mesons: D0/D+
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VXD Physics Performance
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O(100	μm)

𝛺c:	arXiv:2208.08573	→	Physical	Review	D	Letters	

𝛬c:	arXiv:2206.15227	→	Physical	Review	Letters	
D0/D+:	Phys.	Rev.	Lett.	127,	211801	(2021)	

𝜏(𝛬c):

● confirming	LHCb	
result	in	3𝜎	tension	
with	pre-LHC	world	
average

�11

Precise measurements of decay vertices crucial for time dependent 
measurements
- Belle II proper time resolution ∼2x better than Belle 
- thanks to PXD precision and smaller beam pipe diameter 

Belle II published world-leading lifetime measurements on charmed mesons: D0/D+

New: lifetime measurements of charmed baryons: 𝛬c and 𝛺0c 

- further measurements, eg on time-dependent CP violation in the pipeline 

Confirming LHCb 
results of 3s tension 
with pre-LHC world 
average
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Background in PXD

�12

Impact of background
- dominates occupancy (in particular during injections) 
→ 1% /  3% limits not yet reached (on average)

- still fake hits can deteriorate resolution (purity)
- contributes to irradiation → ageing (slow irradiation) or even 

damages (fast irradiation) 

during	beam	injections

outside	beam	
injections

Without injection background
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Radiation damages oxide layer
- causes shift of MOSFET threshold voltage  
 
 

- compensated by regular adjustment of gate voltage

PXD total dose measurement: 2019 - 2022: ~ 3-6 kGy
- estimated from module occupancies
- scaled to diamond sensor dose measurements to account for times without 

PXD data-taking (eg filling the machine with HV off) 
 
 
 

Pedestal ageing
- pedestal ageing and pedestal noise increase
- inhomogeneous across matrix → potential challenge for pedestal 

compression with consequences for module performance

Radiation Effects
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H1012:	pedestal	shift

X-ray	radiation	
campaign	  
200	krad/h

																Total	Ionizing	Dose	[kGy]

diamond	dose

m
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n	
pe
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	n
oi
se

1.5

1.0

0.5
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Increasing Backside (HV) Currents
Observe unexpected increase in HV currents of some modules
- in guard ring area → not affecting active pixel matrix
- so far no performance impact → but power supply patch needed
- some annealing during beam off/HV on and beam on/HV off times 
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PXD	modules	around	here

0

-12H
V	
Cu

rr
en

t	[
m
A
]

-8

-4

diamond	dose	[krad]
50 200

emission	microscope	image	
visualizing	avalanche	breakdown	
at	guard	rings

simulated	diode	guard	ring	structure	
before	and	after	diffusion

n

p
0

-2

-4

-6 PXD	peak	currents	much	
higher

Interpretation (Rainer)
- unexpected shorts in thinly spaced guard ring structures
- oxide charge increases with irradiation → higher breakthrough currents
- from higher than expected lateral diffusion in (hot) SOI process
- previously unnoticed due to wrong backside doping profile measurements (via SIMS)
- further studies with dedicated test structures ongoing

x-ray lab campaigns
- expect currents to 

saturate at certain dose
- not observed in PXD yet
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Synchrotron Radiation Background
Interaction region designed to avoid direct SR photons hitting central Be beam 
pipe
- but significant SR background observed in several -x modules
- dominated by low energy, single pixel clusters (<10 keV)
- mainly during HER injections (→ large betatron oscillations during cool down)
- origin: back-scattering photons from SR fan hitting +x edge of Ti beam pipe
- results in high localized hit density
‣ inhomogeneous module irradiation

‣ deterioration of clustering and tracking
Mitigation
- sensitivity of PXD provides valuable feedback to  

accelerator
‣ small modification of HER beam orbit

- new modified beam pipe w/ new geometry and additional  
gold plating to be installed with PXD 2022 update

�15

photon/SR	peak

charged	particles’
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Status of Beampipe Production (KEK)

Production delayed due to gold delamination issue
Beam pipe should be ready for diamond mounting in 
January/February  
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Cooling test by ILClab group
• With new cooling block (for PXD) to
mitigate hot spot heating issue 
(Cooling test with phase2 beam pipe 
for calibrating FEM parameters)

New cooling block 
Will be mounted on the LS1 pipe

14

FWD side New Cooling block  

Avoid interfering with the Diamond sensor. 
Make the contact area with respect to the manifold as large as possible. 
Make the gap 0.1 mm and fill it with silicone-based thermal grease or adhesive. 

Cooling block 

Mount block 

Diamond sensor 

There are open space only top and side 
area  

Be careful not to damage the weld 
area as much as possible 

Cutting lower side because  
Of conflicting Paraffin pipe 
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Kohriki 

We need PXD master gauge to check mount block position, so please send it back to KEK 

Thermal FEM simulation

Mitigation of hot spot issue
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120

Add 10µm Au on outer surface of 
inner Be pipe after Be-Ti brazing

HERLER

Physics acceptance

IP

PXD L1

PXD L2

Beryllium Titanium

Shadow
x

z

Be (600 mmt) Titanium 1.2mmt

10 mmt gold

Schematic view of the delaminated IP beam pipe 

Removing delaminated gold film

10 mmt Gold for SR 
Gold film partially peeled IP pipe (inner cylinder)

Action:
Acceptance criteria need to be defined

5

Schedule impact on the IP pipe production

• IP pipe completion is delayed about 1-2 weeks.(~third week of Nov.)
– exact delivery date is not decided yet, but this is pessimistic estimation.

8

Current schedule
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Surprise in 2022: Alignment
In general quite stable alignment parameters over 3.5 years of operation
- significant but stable ladder deformations
- observe global z-shifts of detector eg with earthquakes
- observe bowing (L2 in particular) with increasing beam currents

Caused by warming up / thermal expansion of beampipe due to increasing beam currents
- result in stress on PXD not fully compensated by PXD gliding mechanics

�17

L2.4
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Operational Challenges
SuperKEKB is operated in top-up mode: continuous injection up to 2x25 Hz
- at design luminosity, Touschek effects limit beam lifetime to few mins
- injected bunches produce high background rates, damping takes a few ms
- mitigation trigger veto: full veto (all Belle II detectors) + gated veto (all but PXD) 
PXD cannot halt data collection (default operation):
- 20 μs integration time vs 10 μs beam revolution time
- injection spikes can saturate DAQ → not yet critical (partial data loss at sub-permille level) 
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● SuperKEKB is operated in top-up mode: continuous injection up to 50 Hz
○ at design luminosity, Touschek effects limit beam lifetime to few mins
○ injected bunches produce high background rates, damping takes few ms
○ mitigation: full veto (all BII detectors) + gated veto (all but PXD)

● PXD cannot halt data collection (default operation):
○ 20 μs integration time vs 10 μs beam revolution time
○ injection spikes can saturate DAQ → not yet critical (partial data loss at sub-permille level)
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Operational Challenges
Backgrounds: injection
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PXD Occupancy: vetoless runs during injectionInjection trigger vetoes: (on ECL occupancy)
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PXD Occupancy: vetoless runs during injectionInjection trigger vetoes: (on ECL occupancy)
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PXD Occupancy: vetoless runs during injectionInjection trigger vetoes: (on ECL occupancy)

Full veto
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Challenges in SuperKEKB Operation in 2022
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(a) Severely damaged tungsten head
Measured dose rate ~720 μSv/h

(b) Scar along the beam of the melted copper 
coated titanium head 

beam
beam

(a)

(b)

Damaged collimators
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● During stable machine operation unexplained beam instabilities and beam losses may occasionally occur in 
one of the rings causing sudden beam losses (SBLs) at a specific location around the ring due to

■ Machine element failure
■ Beam-dust interaction
■ Vacuum element defects 

● Consequences
○ Detector and/or collimators damage, see Figure

■ Belle II background increase
○ Superconducting magnet quenches

● Usually only a few such catastrophic beam loss 
events happen per year in each ring

○ In 2022, we had many (>50) SBLs in the 
LER trying to go beyond 0.7 mA/bunch

● Cures
○ Upgraded abort system → fast abort signal
○ Low-Z materials for collimator heads (MoGr, Ta+Gr) → robust collimators
○ Understand the source of the unstable beam (vacuum system inspection, beam dynamics study, 

installation of additional beam loss monitors around the rings)

Uncontrolled beam losses

Andrii Natochii | University of Hawaii | Beam BG status of Belle II at SuperKEKB | INFN Frascati 2022 9

Melted tungsten 
head of the HER 
vertical collimator

Beam

Two-sided collimator
SuperKEKB-type

One-sided collimator
KEKB-type (D09 & D12)

● LER → 11 collimators (  7 horizontal & 4 vertical)
● HER → 20 collimators (11 horizontal & 9 vertical)

Collimation system

Andrii Natochii | University of Hawaii | SuperKEKB and Belle II interaction region modelling | INFN Frascati 2022 18
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QCS quenches

Moving target: slower than planned ramp-up of beam currents Increasing electricity costs: premature run-end

Damaged collimators

Vahsen

Collimator damage and background history for 2022
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Belle II operation

• We often encountered a difficulty in filling empty slots especially for the 
CR remote DAY shifts.
– Dividing each DAY shift into two did not help much.
– Some local people started to fill CR remote shifts, too.

• There are 3 options of where to take the BCG shift:
– Semi-remote in Room 3-225 or his/her own office in 3-go-kan (since Apr 25)

• BCG web tools: https://skbsrv.kek.jp/bcg.html (KEK intranet)
– Accelerator control room (since May 25)

• BCG remote shadow shift (since May 25)
– https://confluence.desy.de/display/BI/Shadowing+Remotely

5Overview Belle II Operation
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Operation / Integrated luminosity
9

Recorded 424 fb–1

• 362 fb–1 at Υ 4𝑆
cf. BaBar: 424 fb–1 at 
Υ(4𝑆)

• 42 fb–1 at Υ 4𝑆 – 60 MeV
• 19 fb–1 around 10.75 GeV

in 2021 autumn to study 
new structure Υ(10753)
observed by Belle in 
𝜋+𝜋−Υ(𝑛𝑆) transition
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Current physics results from these data

DAQ running / physics run
(DAQ running – dead time) / physics run
Physics run / whole run time

• Run stop mainly by SEU of front-end 
FPGAs and beam aborts

• DAQ dead time mostly due to trigger 
veto for injection background
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We have improved our operation one-by-one by means of the automatization, 
simplification and visualization of the system, follow-up of each issue, 
thanks to huge efforts by subsystem experts. However, 90% of the data taking efficiency 
is a challenging target under a high beam background.
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Current physics results from these data
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• Run stop mainly by SEU of front-end 
FPGAs and beam aborts

• DAQ dead time mostly due to trigger 
veto for injection background

DAQ running / physics run

Physics run / whole run time

Dead time

2019 2020 2021 2022

9

10%

Injection veto 
dead time
TOP busy

Run time fraction for physics runs

Dead time fraction for physics runs

3/1 4/1 5/1

Belle II trouble
SALS
HV ramp-up/down

Running

D06V1 
damaged

87.1%
last week

11.2%
last week

6/1

3/1 4/1 5/1 6/1
We have improved our operation one-by-one by means of the automatization, 
simplification and visualization of the system, follow-up of each issue, 
thanks to huge efforts by subsystem experts. However, 90% of the data taking efficiency 
is a challenging target under a high beam background.

Data taking efficiency in 2022ab
Feb 21 - Jun 5, 2022
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COVID-19 state emergency (Tokyo) 

time since injection

Daniel Pitzl, DESY

Belle II performance, 14.9.2022
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Summary of Background Situation in 2022ab
Beam background in 2022ab: below the Belle II detector limit 
- TOP PMT rates dominated by LER single-beam BG and luminosity BG 
- Belle II did not limit the maximum beam currents for operation 
Injection BG duration got worse at higher beam currents 
- Need wider injection veto window → large DAQ deadtime: ~10% 
- Also affected recorded data: some degradation seen in CDC performance outside trigger veto 
Major issue: Sudden Beam Loss events (SBLs) 
- Frequency of QCS quenches x8, with severe collimator damage 
- Become more likely at higher (bunch) current? → limit the max beam currents for operation 
Investigation on SBL issue made good progress 
- Timing analysis using fast beam loss monitors shows initial beam loss location 
- International task force launched: fruitful discussion inviting experts from other collaborations 
- Several hypotheses are on the table, but conclusion not reached yet (homework for runs after LS1) 
Another major issue: stability of injection performance 
- Difficult to keep good condition for a long time → limit the max beam currents for operation 
‣ Many improvement works planned during LS1 (inj. efficiency, emittance, inj. kicker, etc...) 
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Impact of Sudden Beam Losses on PXD
Several major beam losses starting in 2019 led to QCS quenches 
and damaged collimators and PXD
- typical dose rate  ~300rad in ~40µs
- causing unstable / inefficient switcher gates
- present overall loss in efficiency ~2.5 %
- exact failure mechanism not yet fully understood  

Effects well reproduced in MAMI beam tests
- simulate duration and dose rate of beam splash
- scan switcher area with pencil beam
- sensitive area coincides with location of regulators 

Mitigation 
- reduce time between loss detection and beam abort  
- reduce time to power-down modules from ~100ms to ~100µs

- several improvements already implemented
- final step (safe „short cut“ of module) still to be finalised/tested
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IRRADIATION MAP

' Com bined irradia!on m ap from  ?rst 2 days

' Con?rm s observa!ons of ?rst cam paign:

         - m ost vulnerable regions in low er corners

         - SerO ut side of the sw itcher

         - places w here clear/gate regulators are located

' Reproduced KEK observa!ons:

         - ineQ ecent sw itcher channel a0er irradia!on

         - recovery of dam aged channel 

' N ow  able to narrow  dow n interes!ng area for further tests

jannes.schm itz@ uni-bonn.de 10

Clear 
regulator

SerIn

SerO ut
no change

some change in currents

damage

Irradiated regions day2 w ith the 
assum p!on of 1m m  FW HM

DAY 2 : THU. 23.07.2020
' Point 43: - clear currents in lim it, but recover a0er 10s

       - a0er recovery, dam aged sw itcher channel in Hybrid5

                    pedestal data for ?rst !m e

                 - lost eQ ciency also visible during source scan

jannes.schm itz@ uni-bonn.de 9

' Recovered dam aged channel w ith 2nd m easurem ent on Point 43

Dam aged sw itcher 
channel4, w hich w as 
found w ith low ered 

sw subin now  visible in 
pedestal data

M ean chargem ap of 
low er m atrix part, 

channel4 show s reduced 
eQ ciency

Switcher footprint

dead gate

Hybrid 5 mini-matrix

L1

Page 13

● Beam loss events close to Belle II damaged the 
PXD modules

– 150 mA beam current lost in 40 μs, estimated 
dose in PXD: ~ 5 Gy (0.5krad)

– Caused quench of QCS (final focusing magnets)

● Individual gates fail after high instantaneous 
irradiation doses 

● Radiation burst tolerance of Switcher studied

– Irradiation with a focused pencil beam of 
electrons (855 MeV) at MAMI, Mainz

– Identified region in the switcher which is sensitive 
to radiation bursts

– Test effect of fast emergency shutdown

● Improve protection scheme

– Shorter time between radiation detection by beam 

loss monitors or diamond abort system and beam 

abort (see talk by Y. Jin on 30.07.)

– Faster PXD ramp down O(100 ms) → O(100 µs)

Beam Loss Events.
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after beam loss event in May 2020

before beam loss event in May 2020

L1 efficiency map
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Preparing for PXD2
PXD1 is incomplete
- only 10/20 ladders (8/8 inner, ½ broken, 2/12 outer) installed
‣ not enough good modules available pre-2018 (ladder glueing issue)

- very good vertexing performance so far
‣ but not guaranteed for higher future lumi ⇒ higher backgrounds

- suffered significant damage due to uncontrolled beam losses
Ongoing efforts to install 2nd, complete PXD2
- same technology but improved manufacturing processes + more 

time
- module production & assembly of both half shells completed
‣ pre-commissioning at DESY ongoing

‣ slowed down due to issues with pxd mechanics (gliding mechanism)
- PXD2 to be installed during ongoing long shutdown (LS1):
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Status of PXD2 Half-Shells
Both PXD2 half-shells assembled and safely 
transported from MPP to DESY in spring/summer
Commissioning of first half-shell faced several 
technical difficulties mostly related to CO2 cooling 
system
When removing the commissioned half-shell from 
setup found two bent L1 ladders
Major issue as two basic assumptions of the PXD 
mechanical design seem to be violated
- functionality of gliding mechanisms (SCB & 

ladder) to compensate for thermal effects
- durability of adhesive joint between modules
Mitigation indispensable, in particular in view of more 
demanding operating conditions after LS1
- PXD power dissipation will double
- twice higher beam currents will lead to increased 

beam heating of beam pipe 
Commissioning suspended until solution found
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Sep 20, 2022 Anselm Baur 9

Half-Shell Test Stand at DESY

Tests and Measurements:

● Full electrical test if all ladders still functional after mounting

● Source measurements using Sr90 source

● Pixel hit eNciency, noise, …

● Examining cross-talk between modules

● Crosscheck performance with mass-testing results

● Stress-tests: undergo several cooling cycles and thermal states

with the half-shell

Test Setup:

● Full DAQ readout chain to operate modules

● CO2 cooling of the HS in a monitored low humidity volume

● HS power consumption: 190 W (~9 W/module)

● CO2 temperature: 0 – 15 °C (KEK -20°C)

● N2: matrix cooling and dry volume

● Half-Shell operation limited by number of available 

power supplies . operate W HS at once

new

Sep 20, 2022 Anselm Baur 12

Damage on 1st Half-Shell

After Testing 1st Half-Shell:

● 2 broken inner ladders L1a, L1b

● Kink height of ~1.5 mm

● Equivalent thermal expansion of Si at ~140 K (this we did not have)
● Ladder were still under tension, relaxed when releasing screws

● Outer ladders not a<ected

● Unclear if L1a and L1b still functional

Half-Shells Designed to Cope With Thermal Stress:

● Forward SCB not /xed on BP . guiding/sliding pins

● Forward modules have elongated hole

elongated hole which allows 

ladder to move longitudinal

Possible Causes (Combination?):

● S.th. prevented SCB from gliding under thermal/mechanical stress

● Ladder tightening torque too high . no module gliding

● Explanation of large kink, an asymmetric process must have 

periodically enhanced stress . accumulated bending

● InQuence of massive Al beam pipe mockup 

(Al ~10 times higher thermal expansion than Si)

● Glue looses strength at ~60 °C under stress (tests at MPP)

● Incident: once CO2 cooling broke down in forward SCB 

(ASIC temperatures up to 80-90  °C for a few seconds)

2022-06-07 PXD2 prepara�on - paschen@physik.uni-bonn.de 7

SECOND HALF-SHELL HS-1P4 PRODUCTION 

− Need

− 4 L1 ladders

− 6 L2 ladders

View
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2022-09-09 PXD2 update - paschen@physik.uni-bonn.de 5

LADDER BOWING: PXD2
− Opening the FWD screws immediately released tension in L1a/b ladders 

− Over a week L1a relaxed further and straightened out almost completely 

− L1c/d ladders showed slight tension, but no kinks

− L2 ladders and carbon tubes found straight

→ Tensions of all L1 ladders released and screws re-3ghtened with 13 mNm

→ HS ready for transport to MPP as soon as possible for dismantling

06.09.AAer	releasing	FWD	screw
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Summary of Current Understanding
Broken L1 ladders during commissioning of HS2p4 appear to be 
the result of a combination of several factors

1. Adhesive joint can open under permanent mechanical stress 
and at elevated temperatures (> 40°C)
‣ such temperatures may well have been reached in the setup in 

August
2. Too high torque will prevent ladder from gliding under 

compression (likely in PXD1 too)
‣ explore minimum torque which simultaneously meets mechanical 

and thermal requirements 
3. SCB gliding with respect to beampipe did not work as 

expected in DESY setup
‣ possible cause could be maximum asymmetric operation of the 

half-shell due to lack of power supplies, which led to SCB tilting
4. As a result of MARCO problems, the operating conditions in 

August most likely resulted in thermal expansion and 
deformation of the dummy beampipe, which has 
significantly contributed to the issue

- Such conditions have to be avoided both in the DESY setup 
and in Belle II

Additional studies have been performed to confirm this picture and 
to derive more quantitative guidelines on what needs to be 
changed for PXD2

�25

broken joint
L<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

Result of non-functional ladder gliding

intact joint

Sep 20, 2022 Anselm Baur 7

PXD2 Half-Shell Assembly at MPP

Ladder Mounting

● Aligned Support Cooling Blocks (SCBs) held by a 
rotation device

● Mylar foil between SCB and ladder 
. electrical isolation

● Carbon tubes installed in between SCBs (/xed on one side)

● Ladder by ladder mounted on the SCBs

● First 4 inner layer (L1) ladders, then 6 outer layer (L2) ladders

SCB

Electrical isolating foil
Carbon Tube (N2 Cooling)

SCB

Fix points

Oct 6, 2022 Anselm Baur 4

Half-Shell Test Stand at DESY

Tests and Measurements:

● Full electrical test if all ladders still functional after mounting

● Source measurements using Sr90 source

● Pixel hit e=ciency, noise, …

● Examining cross-talk between modules

● Crosscheck performance with mass-testing results

● Stress-tests: undergo several cooling cycles and thermal states

with the half-shell

Test Setup:

● Full DAQ readout chain to operate modules

● CO2 cooling of the HS in a monitored low humidity volume

● HS power consumption: 190 W (~9 W/module)

● CO2 temperature: 0 – 15 °C (KEK -20°C)

● N2: matrix cooling and dry volume

● Half-Shell operation limited by number of available 

power supplies D operate E HS at once

new

HS2p4-a

Asymmetric poweringH.-G. Moser, 30.8.2022

Stress Test

2

LK38 (L2, 525µm, face up, 1.4 mm                  bent/broken after 72h at 25°C

H.-G. Moser, 30.8.2022

Inspection of LK38

4

Glue distribution looks ok

Though not 100% of the 
area covered

H.-G. Moser, 30.8.2022

Inspection of LK38

4

Glue distribution looks ok

Though not 100% of the 
area covered

Mechanical stress test Broken adhesive joint with glue remnants

Ceramic
insert

Groove in 
balcony

N2 temperature
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Ladder Gliding Test
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Camera

Dial gauge

FWD SCB screws fixed
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Ladder Gliding Test
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Camera

Dial gauge

FWD SCB screws fixed
Additional foil 
underneath washer
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Dis- and Re-Assembly of broken Half-Shell
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Operators: Enrico and Carina                             Checklist and protocol: Hans-Günther Inspection of dismantled ladders during interim storage
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SuperKEKB Mid-Term Run Plan
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(2022/2/17)

2021 2022

4 5 6 7 8 9 10 11 12 1 2 3

¤ 3.2M ¤ 2.2M ¤ 1.2M

T otal

¤ 6.6M /y

2022 2023

4 5 6 7 8 9 10 11 12 1 2 3

¤ 3.0M

T otal

¤ 3.0M /y

2023 2024

4 5 6 7 8 9 10 11 12 1 2 3

    ¤ 2.9M ¤ 2.9M

T otal

¤ 5.8M /y

2024 2025

4 5 6 7 8 9 10 11 12 1 2 3

¤ 3.4M ¤ 2.4M ¤ 1.2M

T otal

¤ 7M /y

2025 2026

4 5 6 7 8 9 10 11 12 1 2 3

¤ 3.4M ¤ 2.4M ¤ 1.2M

T otal

¤ 7M /y

FY2025

FY2021

FY2022

FY2023

FY2024

2021b 2021c

4/1 7/5 10/19 12/23

LS1 (PXD, TOP exchange)

2022a

2/21

2022b

6/304/1

10/1 12/27
LS1 (PXD, TOP exchange)

1/4

2023c 2024a

7/12 10/16 12/25 2/25

2024b 2024c 2025a

4/1

QCSR leak check

7/12 10/16 12/25 2/25

2025b 2025c 2026a

4/1

Assumed schedules

2

Under discussion
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Conclusion

PXD status
- very good performance of PXD1 and stable operation throughout 2019-2022
- setbacks from beam loss events with high instantaneous dose rate
‣ damages to detector

‣ so far have remained out of full control and biggest risk for detector

- improved / automated operation, monitoring and calibration procedures for reduced load on shifters
- still lot of effort needed to operate detector, in particular
‣ in face of further damages from SuperKEKB beam-losses 

PXD future
- great efforts from various institutions to prepare new and complete PXD2
- pre-commissioning of full detector ongoing
- unexpected mechanical problems required in-depth investigations
‣ PXD2 completion now on critical path for LS1

‣ making all efforts to minimize the overall delay
- to retain PXD performance in future, rely on improvements to SuperKEKB also planned for LS1
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SCB Gliding Mechanism
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PXD Mechanics: SCB Gliding Mechanism

12

PXD1 in B2

brass pieces 
screwed to BP

bwd SCBs fixed 
to brass pieces

fwd SCBs screws 
removed
→ free gliding
   along z-axis

CO2 pipes 
free along 

z-axis

soldered 
C-tubes on bwd 
SCB only, free 

on fwd

guiding pin with plastic bushing
between SCB and brass piece

● sagitta of bent L1a as well as all L2 modules being straight hints at 
multiple cumulative failures, any issue w/ SCB gliding not sufficient
(aka also need issue w/ foil, ladder screw torque, HS operation mode, glue, …)

● details not understood yet → studies at MPP and DESY
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PXD L1 Efficiency Map
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● half	shell	gaps  
(problems	during	installation)	

● noisy	switcher	from	May	10th	2021	
beam	loss	incident	

● glue	gap	(~0.8	mm)	  
covered	by	layer	2	

● dead	gates	(4	rows)  
~2.5	%	global	efficiency	loss	

● installed	broken	module 
covered	by	layer	2	

 

2019	state:
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Main Background Sources at SuperKEKB

Single beam (LER and HER)
- Touschek: single scattering within same bunch / particles get lost 

when they drop out of momentum acceptance of the machine

‣ �  0reduced energy asymmetry

‣ nano beam 0 increased background

- beam gas:  � approx.�  

‣ elastic Coulomb scattering
‣ bremsstrahlung

- synchrotron radiation: �

- injection background (2 x 25 Hz) 

Beam-beam (irreducible):  �
- radiative Bhabha:  �
‣ (a) emitted photon (neutrons), (b) spent e+/e- 

- 2-photon process: �  

rate ∝ I2
± / (nbσxσyσzE3

±) ∝ 1/τbeam

rate ∝ I± p Z2
eff ( ∝ I2

±)

Pγ ∝ E4
± I± ρ−1

rate ∝ L
e+e− → e+e− (γ)

e+e− → e+e−γγ → e+e−e+e−

�33

(Some) important beam backgrounds at Belle II

4

● Touschek: intra-bunch Coulomb scattering

○ Squeeze beam → more background

● Synchrotron: generated by upstream 

bending magnets

● Beam-gas: Coulomb or bremsstrahlung 

scattering of beam particles with gas in 

beampipe

● Radiative Bhabha (with collisions): 

● Injection: particles injected from linac 

off-orbit
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��� �. Expected background for the PXD

orbit

acceleration

acceleration

orbit

particle
direction

particle
direction

90°

γ
1

Figure �.��: �e le� �gure shows the emission of synchrotron radiation due to a transversal ac-
celerated charge in the rest frame of the charge. �e right �gure illustrates the narrow cone with
a half-opening angle of γ−� for the synchrotron radiation in the laboratory frame. Figure adapted
from [���]

.

On the other hand, the radiation power for transversal acceleration is

P⊥ = �
�

q�

m� c�
γ� �

d �p⊥
dt
�

�

(�.��)

with d �p⊥�dt being the transversal force acting on the particle. In comparison with equation
�.��, the additional factor γ� leads to amuch higher radiation power,making it by far the dom-
inating synchrotron radiation process for electron energies above a few MeV. From equation
�.�� one can see that the energy loss, de�ned as the radiated power per turn in a circular ac-
celerator, scales with the fourth power of the particle’s energy. �is imposes the limitation to
the maximum energy achievable at a circular accelerator. Restricting equation �.�� to singly
charged particles q = e and omitting longitudinal acceleration, the equation can be written as
[��]

Pγ =
�π
µ�

�r�e c
� (mc�)�

B�E�

where the force in equation �.�� has been replaced by the Lorentz force. �is equation describes
the instantaneous synchrotron radiation power of a single electron. If the de�ecting magnetic
�eld is replaced by the local bending radius ρ, the equation becomes

�.�Generation ofMonte Carlo events ���

�.� Generation of Monte Carlo events

�e analyses presented in this chapter revolve around the four fermion �nal state reaction
e+e− → e+e− l+ l− where the leptons in the �nal state are e±. �e lowest order Feynman dia-
grams, contributing to this pure QED process, are shown in �gure �.�.

Figure �.�:�e lowest order Feynman diagrams for the process e+e− → e+e−e+e−: a) multiperi-
pheral, b) bremsstrahlung, c) conversion and d) annihilation. a) and b) are t-channel diagrams,
c) and d) involve s-channel diagrams.

In the previous section itwas shown that the dominating contribution to the total cross-section
originates from the multiperipheral, two-photon Feynman diagram (diagram a in �gure �.�).
�e contribution of the other diagrams is small due to either their annihilation nature or be-
cause they are suppressed by photon propagators. �erefore, in the following, the process
e+e− → e+e−e+e− will o�en be called the two-photon process. In order to compare exper-
imental measurements with predictions from theory, distributions of various observables are
studied. Usually, those distributions are gained by performing amulti-dimensional integration
over a set of probability distributions. However, o�en it is not possible to �nd an analytic solu-
tion for the integrals and Monte Carlo methods are employed. �is leads to the term Monte
Carlo generator, describing a so�ware tool that generates events for one ormore speci�c pro-
cesses.

�.� Luminosity-dependent processes ���

of an atomic nucleus where the protons oscillate against the neutrons. �emost probable way
of de-exciting an heavy nucleus that has been excited by a photon is the emission of a single
neutron [���]. �e neutrons created by theGDRs can then hit the PXD and damage its sensors
and electronics, if this process is su�ciently frequent.

Theory

Two of the leading-order Feynman diagrams that contribute to the radiative Bhabha scattering
process are illustrated in �gures �.�� and �.��.

e+ e+

e� e�
�

Figure �.��:One of the four leading annihilation
Feynman diagrams for radiative Bhabha scatter-
ing.

Figure �.��: One of the four leading scattering
Feynman diagrams for radiative Bhabha scatter-
ing.

It turns out that the exact theoretical calculation of quantities such as the angular and energy
distributions of the photons and the total cross-section of the process is very complicated due to
the singular structure of thematrix elements. However, under the assumption of high energetic
incoming particles and small angle photon emission, the calculation can be simpli�ed. A full
treatment of this calculation, including the equation for the total cross-section, is given in [���].
Performing the calculation of the total cross-section for SuperKEKB and including a correction
for the �nite beam size (beam size e�ect) [���] results in

σRBB
tot (�) =

��
�
αr�e�� log �

�
�
� −

�
�
�� log �

√
�mecσ∗y
ħ

� +
γE
�
�+

+
�
�
�
��
�
log �

�
�
� −

��
�
��

(�.��)

where α is the �ne-structure constant, re the classical electron radius,me the electronmass and
γE the Euler-Mascheroni constant.
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Belle

BEAST	II	-	Phase	1

• Injection	produces	high	backgrounds	

• Factory	mode:	to	compensate	for	shorter	
beam	lifetime	use	continuous	injection	→	
DAQ	Veto	

• Continuos	injection	@	100	Hz	during	
SuperKEKB-factory	operation	

• Belle	injection	ECL	DAQ	veto	scheme	
would	produce	35%	dead	time!	

• →	Study	injection	background	time	
structure	with	BEAST	crystal,	CLAWS	and	
scintillators	subsystems	

• Background	surge	~x100-x1000	in	]irst	ms	
after	injection

15
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Figure 98: Hit rates as a function of time after injection Tin j, recorded by CsI
(left) and LYSO (right) crystals in position F2, measured during LER injection.
Red open circles: run #3, Blue open squares: reference run #14 (colors online).
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Figure 99: Hit rates as a function of time after injection Tin j, recorded by CsI
(left) and LYSO (right) crystals in position F2, measured during HER injection.
Red open circles: run #9, Blue open squares: reference run #10 (colors online).

of about a factor of 10 of the injection background, which can in2686

part be ascribed to the di↵erent beam current at which the data2687

was taken (Irun10 = 139 ± 7 mA, Irun12 = 296 ± 2 mA versus2688

Irun13 = 309 ± 6 mA). Similar results we observe in the LER.2689

For the LER we show in Fig. 103 the e↵ect of changing the2690

septum angle. In this case, as well as for the HER, the e↵ect2691

observed on injection background is less visible than the previ-2692

ous case; the two data sets were taken at the same beam current2693

Irun14 = Irun17 = 195 ± 3 mA2694

The duration and amount of injection background showed2695

great variations throughout the BEAST running. We also ob-2696

served large variations in the same runs at di↵erent positions2697

and for di↵erent crystals. A common feature however, is that2698

most of the injection related activity dumps down by about two2699

(or three) orders of magnitude within about 1-1.5 ms after the2700

injection.2701

In the study of injection background discussed in the Belle II2702

TDR that we mentioned at the beginning of this section, it was2703

found that typically most noise hits occurred in the first 150 µs2704

after injection, and that later triggers are highly correlated in2705

time with the time of passage of the injected bunch near the in-2706

teraction point. Using the high resolution timing data recorded2707

by the digitiser we have looked for a similar behaviour in the2708

BEAST data. The digitisers record the time of each hit with 22709

ns precision, so each hit is assigned a well defined time after the2710

injection. The bunch revolution time around the machine arcs2711

is Trev=10.0614 µs. This means that every given bunch crosses2712
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Figure 100: Hit rates as a function of time after injection Tin j, recorded by CsI
crystals in position F2 during LER injection. Left: reference run #14; right: run
#3. The arrows indicate the position of the peaks that are used to measure their
period.
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Figure 101: Hit rates as a function of time after injection Tin j, recorded by CsI
crystals in position F2 during HER injection. Left: reference run #10; right:
run #9. The arrows indicate the position of the peaks that are used to measure
their period.The interpretation of the two di↵erent series observed in run #10 is
discussed in the text.

the interaction point every Trev µs, followed a few ns later by2713

the bunch right behind it, followed in turn by the next bunch2714

and so on. The time interval between subsequent bunches de-2715

pends on the fill configuration pattern. After Trev µs (one com-2716

plete turn) all the bunches filled in the machine will have passed2717

through the interaction point, and the next turn begins repeating2718

this pattern. Each bunch crosses the IP at its own time within2719

the time Trev of one turn, depending on its position in the train2720

of bunches filling the machine. So indicating with Tin j the time2721

after injection recorded by the digitisers in ns, we compute the2722

time within one turn as Tturn = Tin j mod Trev. In this way, if2723

one particular bunch crossing the IP (i.e. the injected bunch)2724

generates some background that produces hits in the crystals,2725

the hits will all have the same Tturn of that particular bunch.2726

We show in Fig. 104 (105) a plot of the time after injection2727

Tin j versus Tturn recorded by the crystals in position F3 during2728

the injection of the HER (LER). As the data shows, is clear that2729

the background hits are correlated in time with one bunche; this2730

is observed in both Thallium doped, pure CsI and LYSO crys-2731

tals, and in the projection on the Tturn axis it appears as a < 102732

ns wide peak. The observed di↵erence in overall hit rate be-2733

tween HER and LER injection confirms the observation made2734

earlier looking at the scaler data that the injection of the LER2735

produces higher backgrounds. The di↵erence observed in the2736

56

CsI	crystal

Subsequent	peaks	due	to	beam	
oscillation	(synchrotron)

backgrounds	decay	
~few	ms

Large	background	<1	ms

Time	after	injection

Old	Belle	ECL	veto

Touschek

Beam gas

Synchrotron radiation

Injection background

Beam beam
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SuperKEKB Activities during LS1

�34
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Major Threat: Sudden Beam Loss (SBL) Events 

Possible causes under study
- too fast for usual beam 

instability  
- dipole oscillation
- energy loss
- beam size blowup
- dust particles unlikely
‣ can’t explain vertical loss

- fireballs
‣ interesting idea, but so far no 

evidence of electric discharge 
around collimators

Cause of sudden beam loss 
events not yet really understood

�35

5

2022-03-23 22:202022-03-11 10:08

- QCS quench (#1 in 2022ab)
- HUGE IR loss (544mRad)
- Severe D2V1 damage

(pressure burst >10-5 Pa)

- IR loss was small (12mRad)
- This is not QCS quench, but..
- Severe D6V1 damage

(pressure burst >10-4 Pa !)

>50% of stored beam 
lost in one turn 

Vertical oscillation

1turn

2022-04-08 11:55

- QCS quench (#2 in 2022ab)
- QCS quench occurred although 

IR loss was rather small (91mrad).     
WHY??

1turn

Major LER beam loss events in 2022ab (1/3)

Horizontal orbit

Vertical orbit

Bunch current

Bunch current loss

1turn
Bunch Oscillation recorder
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Background Understanding & Projections

�36

Evolution of the simulation accuracy in SAD

Andrii Natochii | University of Hawaii | SuperKEKB and Belle II interaction region modelling | INFN Frascati 2022 9

Data/MC
~ 10–3–103

Collimator 
chamber

IN
jaw

OUT
jaw

“Ideal absorber”

ApertureBeam axis

Data/MC 
~ 10–1–101

Phase 1 and Phase 2
experiences 2016-2018

IR beam pipe geometry 
improvement

+
Measured background 

decomposition methodology

Early Phase 3
experiences 2019–2022

IR beam pipe geometry 
improvement

+
Realistic collimator profile 

+
Particle interaction with 

collimator materials

Early Phase 3
experiences 2019–2022

Measured beam pipe gas 
pressure

+
Accurate translation of beam 
losses from SAD to Geant4

+
Improved Geant4 model

Data/MC ~ 1

Default 
collimator 

in SAD 

Improved.
collimator

Measured 
vacuum

[LER single beam ~3-4]

Realistic background simulations indispensable to
- study impact of beam optics parameters on Belle II backgrounds 
- develop new collimators 
- mitigate backgrounds through machine or detector adjustments and upgrades 

Significant improvement in understanding over the past years
- thanks to dedicated background studies and huge simulation efforts

Used to predict background evolution at future machine settings 
- backgrounds high but acceptable (CDC tbc) until the luminosity of about 2.8x1035 cm-2s-1 
- for the target luminosity of about 6.3x1035 cm-2s-1 machine conditions are very uncertain 

0 no reliable background prediction possible at the moment

Background simulation: Benefits
Snowmass Whitepaper  arXiv:2203.05731

Measurements
Current BG

Simulation 
Future machine settings

Measured and predicted Belle II backgrounds

Our simulation with a good data/MC agreement helps us to 
● Study an impact of beam optics parameters on Belle II 

backgrounds
● Develop new collimators
● Better mitigate backgrounds through machine or 

detector adjustments and upgrades
● Predict background evolution at future machine settings

○ Backgrounds will remain high but acceptable until 
the luminosity of about 2.8x1035 cm-2s-1

○ For the target luminosity of about 6.3x1035 cm-2s-1 
machine condition is very uncertain to make an 
accurate background prediction

Andrii Natochii | University of Hawaii | Beam BG status of Belle II at SuperKEKB | INFN Frascati 2022 12
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SuperKEKB Long-Term Operation Plans
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M. Masuzawa

13

International Task Force (ITF) was organized about a year ago
Discussions lead by the following sub-groups
• Optics
• Beam-beam
• Sudden beam loss
• Linac
• TMCI

Using this LS1 period :
We will focus on putting efforts into seeking an upgrade path to 6×10!"
• Carrying out more beam-beam simulations, including crab waist, impedance, lattice errors, etc., to guide 

the upgrade path.
• Considering increasing the number of focused task-force groups to other key areas such as IR/QCS.

Approaches from
New ideas, innovative ideas, etc.
Feasibility study (hardware)

Many useful suggestions on improving the machine 
performance have been made through our activities.

International Task Force (ITF)

SuperKEKB long-term operation plan meeting

QCS
Collimators
Injection

LS1

Long-term operation plan meeting 

Topics shifted from QCS(IR) to 
collimators/injection/BG

Because
• No great idea on IR/QCS
• Collimator/injection/BG issues 

seemed more immediate and 
critical problems to be solved 
during the machine operation.

• We needed to prepare (including 
which upgrade items to do) for 
LS1.

2022/9/15 3

SuperKEKB long-term operation plan meetings

13

International Task Force (ITF) was organized about a year ago
Discussions lead by the following sub-groups
• Optics
• Beam-beam
• Sudden beam loss
• Linac
• TMCI

Using this LS1 period :
We will focus on putting efforts into seeking an upgrade path to 6×10!"
• Carrying out more beam-beam simulations, including crab waist, impedance, lattice errors, etc., to guide 

the upgrade path.
• Considering increasing the number of focused task-force groups to other key areas such as IR/QCS.

Approaches from
New ideas, innovative ideas, etc.
Feasibility study (hardware)

Many useful suggestions on improving the machine 
performance have been made through our activities.

ITF general meetings

26th ARC, Dec.14, 2022 17

Something needs to be done
IR modification, for example..

Issues such as 
QCS Dynamic aperture
Lifetime
QCS Physical aperture
Background
etc
Why Lsp drops at higher Ib?

Ideas Optics

Hardware requirements
Specifications
Boundary between QCS and Belle II

Hardware design
Hardware manufacture  

R&D
Hardware testInstallation

Commissioning

Estimate of construction time and $/€/¥

Belle II 
modification may 
become 
necessary

2022/12/6 15

QCS upgrade 

Possibility: RVC locates at the IP chamber side, 
BPM is in the side of 、BPM locates at the
QCS side.

L=553 mm: 
Solenoid field=-1.5 T

L=187 mm: 
Solenoid field=4.4 
T

Solenoid field=0 T

Adding special superconducting solenoid here: 
• Very thin SC solenoid (thickness=2mm)
• Cryostat thickness=20mm

Seek a solution
to lower the field

From N. Ohuchi

Toy study


